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A B S T R A C T   

Objective: To investigate the predictive performance of machine learning (ML) algorithms for estimating anti-
coagulation control in patients with atrial fibrillation (AF) who are treated with warfarin. 
Methods: This was a retrospective cohort study of adult patients (≥18 years) between 2007 and 2016 using linked 
primary and secondary care data (Clinical Practice Research Datalink GOLD and Hospital Episode Statistics). 
Various ML techniques were explored to predict suboptimal anticoagulation control, defined as time in thera-
peutic range (TTR) < 70% based on International Normalised Ratio (INR) 2.0–3.0. Baseline (linear and non- 
linear support vector machines; random forests; stochastic gradient boosting [XGBoost]; neural networks 
[NN]) and time-varying data (6-week intervals up to 30 weeks (long-short term memory [LSTM] NN)) were 
applied. Patient records depicting unique lines of warfarin therapy (LOT) were separated into training (70%) and 
holdout sets (30%) for model training and testing, respectively. 
Results: 35,479 patients were eligible for inclusion, of whom 24,684 and 10,795 were assigned to the training 
(32,683 unique LOTs) and holdout sets (14,218 unique LOTs). Across all models, depression (diagnosis and/or 
prescription of antidepressant medication) was a significant driver in predicting anticoagulation control. At 
baseline, XGBoost was the best-performing model (area under the curve [AUC]: 0.624) due to its ability to 
identify non-linear associations such as age and weight (greater probability of suboptimal control: <65 and >80 
years and <70 kg, respectively). Addition of time-varying data to the LSTM NN improved predictive perfor-
mance, plateauing at AUC of 0.830 at 30 weeks. 
Conclusion: ML algorithms displayed clinically useful ability to predict patients who are at greater risk of sub-
optimal control. The addition of time-varying data to the algorithm, especially prior INR measurements, 
improved predictive performance. These algorithms provide improved predictive tools for identifying patients 
who may benefit from more frequent INR monitoring or switching to alternative therapies.   

1. Introduction 

Atrial fibrillation (AF) – the most common sustained arrhythmia [1] 
– is characterised by an irregular cardiac rhythm, which increases the 
risk of blood pooling in the atria. AF can be further categorised as 
valvular or non-valvular AF (NVAF) based on the presence or absence 
respectively of moderate to severe mitral valve disease (usually 

rheumatic) or a prosthetic heart valve replacement [2]. Such blood 
pooling increases the risk of blood clots. Consequently, patients with AF 
have a five-fold increase in the risk of thromboembolic stroke [3] and 
are more likely to experience more severe stroke than patients without 
AF, resulting in increased risk of stroke-related morbidity and mortality 
[4,5]. Therefore, it is recommended that the majority of patients with AF 
are prescribed oral anticoagulants (OACs) to reduce both the risk of 
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blood clot formation and the concomitant risk of ischemic stroke [6]. 
Warfarin is a vitamin K antagonist (VKA) based anticoagulant that 

has been used clinically since the 1950s [7], and - despite the availability 
of newer direct OACs (DOACs) [8–11] – remains widely used in the UK 
today for the prevention of stroke and systemic embolism in patients 
with NVAF [12–15]. In many cases this is because the patient is un-
suitable for DOAC therapy (e.g. because of severe renal impairment), 
whereas in others it is due to clinician or patient preference [16,17] or 
drug cost. For warfarin to be clinically effective, most patients are rec-
ommended to remain within a narrow therapeutic range (International 
Normalised Ratio (INR) between 2.0 and 3.0). Due to various dietary 
and drug interactions with warfarin [18], patients require regular and 
frequent INR monitoring, which is resource intensive for health care 
services and a burden to most patients. 

Longer-term control of INR can be quantified using time in thera-
peutic range (TTR), which is determined by establishing the proportion 
of time a patient is within range, typically achieved using the Rosendaal 
method [19] with linear interpolation between known INR measure-
ments. Suboptimal INR control is associated with an increased risk of 
adverse outcomes; the risk of mortality in patients with a TTR <40% is 
similar to that in patients with AF not receiving anticoagulation therapy 
[20]. Therefore, methods to accurately predict – at the time of clinician 
decision – which patients are likely to have suboptimal warfarin control, 
and thus may be better suited to DOAC therapy or more frequent INR 
monitoring if on warfarin, would be beneficial to both clinicians and 
patients. 

Conventional statistical methods, such as regression modelling, have 
been used to identify patient factors associated with high risk of sub-
optimal anticoagulation control, however, factors such as high unpre-
dictable inter-individual variability in TTR affect the performance of 
these methods [21,22]. Artificial intelligence (AI) methods such as 
machine learning (ML) may be more accurate than conventional 
regression-based models, by being able to identify complex non-linear 
associations between variables both at a single and at multiple time-
points [23], and are currently being evaluated across multiple disease 
areas to improve the diagnosis and management of many conditions. 
Machine learning techniques have been utilised to develop algorithms to 
improve the screening and detection of AF. These techniques involve 
either the screening of routinely collected data contained within elec-
tronic medical records to identify patients at highest risk of undiagnosed 
AF who should undergo further screening [23,24], or the application of 
ML algorithms to electrocardiogram (ECG) traces to detect waveform 
changes that are associated with AF [25–28]. Machine learning tech-
niques have also been developed and evaluated to optimise warfarin 
dosing regimens to reduce the risk of adverse drug events associated 
with the therapy [29–34]. In the studies that evaluated both conven-
tional statistical methods and ML techniques, there was little or no 
additional benefit of the ML techniques in the optimisation of warfarin 
dosing [32,33]. However, none of these studies have specifically tar-
geted patients with AF and none included INR control as the primary 
outcome. 

One tool used clinically to predict the risk of poor INR control in 
patients with AF is the SAMe-TT2R2 score [35]. The tool was developed 
using linear regression to identify clinical variables associated with poor 
INR control and is used to identify patients less likely to achieve optimal 
INR control on warfarin who may be better suited to DOAC therapy [6]. 
However, a meta-analysis of 16 studies evaluating the clinical usefulness 
of the SAMe-TT2R2 score concluded that, whilst the score was able to 
predict suboptimal INR control (low TTR), its use in individual patients 
was too limited to be clinically useful [36]. 

A recently published study utilised ML techniques to develop a 
clinical outcome prediction model based on serial INR measurements in 
patients with AF [37]. INR measurements within the first 30 days of 
treatment were used to predict major bleed, stroke or systemic embo-
lism, and all-cause mortality up to 12 months thereafter. The ML model 
outperformed TTR in the prediction of adverse clinical outcomes, and 

whilst there is value in the prediction of adverse clinical events in pa-
tients with AF receiving warfarin therapy, there may also be value in 
methods to identify patients at high risk of suboptimal INR control (who 
may or may not go on to experience an adverse event). 

We are unaware of any tools or algorithms – developed using ML 
techniques – to predict risk of suboptimal INR control in patients with 
AF receiving warfarin therapy. Therefore, we sought to evaluate the 
relative predictive performances of different ML algorithms for esti-
mating anticoagulation control in patients with NVAF treated with 
warfarin in the UK. 

Contributions of this study to knowledge include:  

• An evaluation of the performance of different ML methods based on 
baseline and/or time-varying data in predicting the risk of subopti-
mal INR control in patients with NVAF and treated with warfarin  

• Determination of the key risk drivers at baseline and over time of 
predicting suboptimal INR control 

The remaining sections of the paper are organised as follows: section 
2 outlines the study methodology; section 3 presents the results; and 
section 4 discusses the results and the implications, and limitations of 
the study. 

2. Methods 

2.1. Study design 

This was a retrospective cohort study of patients with NVAF who 
were initiated on warfarin between the 1st January 2007 and 31st 

December 2016 (study period) using routinely collected electronic 
health records from primary and linked secondary care. Data were 
gathered from the Clinical Practice Research Datalink (CPRD) GOLD 
database, which contains anonymised medical records from over 11.3 
million patients from GP practices across the UK [38]. CPRD provided 
primary care data linked with secondary care data from the Hospital 
Episode Statistics (HES) database [39]; linkage is currently around 60% 
of GP practices in England participating in CPRD [38]. The study data 
set also contained linked mortality data from the Office for National 
Statistics death registrations, and deprivation data at both GP practice 
level (Index of Multiple Deprivation) and patient level (Townsend 
Deprivation Index, for England only). CPRD is one of the largest data-
bases of longitudinal medical records derived from primary care in the 
world [40] and is being used increasingly by European researchers as the 
demographic characteristics of the UK primary care population are 
comparable with many European populations [41,42] and thus findings 
are considered highly generalisable. The study protocol (18_187R) was 
approved by the Independent Scientific Advisory Committee for the 
Medicines and Healthcare Products Regulatory Agency on 22 August 
2018. 

2.2. Patients 

Adult patients (≥18 years) were included if they had a Read (primary 
care) or International Statistical Classification of Diseases and Related 
Health Problems 10th Revision (ICD-10) (secondary care) diagnosis 
code for AF (or atrial flutter [AF/F]) during the study period, and a 
subsequent British National Formulary (BNF) code for warfarin treat-
ment after AF diagnosis. Patients were excluded if they met at least one 
of the following criteria: Read or ICD-10 code for AF/F prior to the study 
period; Read or ICD-10 code for pulmonary embolism, deep-vein 
thrombosis, mitral valve disease, or valve surgery prior to AF diag-
nosis (i.e. the latter two indications excluded patients with valvular AF 
who are ineligible for DOAC prescribing); BNF code for warfarin >3 
months prior to AF diagnosis; BNF code for DOAC treatment prior to 
warfarin initiation; less than two INR measurements within a six month 
period and occurring ≥6 weeks after warfarin initiation; registered with 
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a GP practice participating in CPRD for <12 months prior to AF diag-
nosis; or, most recent CPRD up-to-standard (UTS) date <12 months prior 
to AF diagnosis. 

2.3. Data management 

Data were extracted from the CPRD GOLD database in 2019. Baseline 
demographics, co-morbidities, body mass index (BMI), alcohol, smok-
ing, prescriptions, primary care interactions, documented CHA2DS2- 
VASc score and related data were extracted. CHA2DS2-VASc scores were 
recalculated using available patient data. In the case of repeated scores, 
the most recent score was used. Units were standardised prior to data 
cleaning and data points deemed to be implausible, invalid, or clinically 
infeasible were removed according to pre-defined data ranges, as listed 
inSupplementary Table S1. In addition, non-explicit values as recorded 
in patient notes (e.g. <; >) were excluded. Where possible, imputation 
of missing values was undertaken, including BMI (if height and weight 
were known), pulse pressure (if systolic and diastolic pressure were 
known), total cholesterol (TC) (if high density lipoprotein (HDL) and or 
low density lipoprotein (LDL) were known), cholesterol ratios (if TC and 
HDL or LDL were known), and alcohol intake categories (if weekly units 
were known). The index date for each line of therapy (LOT) was the date 
of warfarin initiation and each LOT ran until the earliest of 1) 31st 

December 2016; 2) death; 3) GP practice no longer contributing to 
CPRD; 4) patient transferring out of GP practice; 5) warfarin discon-
tinuation (≥90-day gap in supply from end of prior prescription end 
date). If a patient had a subsequent recorded warfarin prescription after 
a discontinuation criterion was met, this was considered a new line of 
warfarin therapy. Eligible patients were split into two data sets; the 
training set (70%) designed to train the model and the holdout (test) set 
(30%) to evaluate the predictive performance of each model. All splits 
were performed at patient-level rather than by LOT, so all LOTs were 
assigned to the same set. 10-fold cross validation was repeated three 
times to define model hyper parameters, model tuning and feature se-
lection. All analyses were undertaken in R version 3.4 or later. 

2.4. Variable definitions 

Anticoagulation control was evaluated using individual-level TTR – 
defined as the proportion of days, post-stabilisation phase, that a pa-
tient’s INR was calculated to be within 2.0 and 3.0 over each line of 
warfarin therapy. INR measurements within the first 42-days, consid-
ered the stabilisation phase were excluded. TTR was calculated using 
linear interpolation (based on Rosendaal et al. [19]), and a TTR 
threshold of <70% was defined as suboptimal INR control [22]. In 
addition to TTR, anticoagulation control was further categorised based 
on time spent over the therapeutic range (TOR; i.e. INR >3.0) and time 
spent under the therapeutic range (TUR; i.e. INR <2.0) [22]. A high TOR 
places patients at greater risk of bleeding-related events, whilst a sig-
nificant TUR places patients at greater risk of clotting-related events. A 
TOR or TUR threshold of >15% was defined as suboptimal INR control, 
selected as remaining areas either side of the optimal range of >70% 
TTR [22]. TUR and TOR are not mutually exclusive, and patients with 
highly variable INR measurements can have both a high TOR and TUR. 

2.5. Models to predict anticoagulation control 

To develop the predictive models, known risk predictors of anti-
coagulation control were identified from both the literature [22,43] and 
clinical expert opinion to create a maximum feature set. These included 
a range of demographic variables, clinical measures, health behaviours, 
comorbidities, and medication use, as listed inSupplementary Table S2. 
Predictive models were developed using both conventional statistical 
(logistic regression) and ML methods to identify relationships between 
patient demographic and clinical characteristics at baseline (defined as 
the date of warfarin initiation) and suboptimal INR control. A 

time-varying ML model was also developed to explore the effect of both 
baseline and time-dependent data on relationships between patient 
characteristics and suboptimal INR control at 6-week intervals following 
the index date. 

For all predictive models (except the neural networks (NN)), a binary 
measure of INR control (i.e. suboptimal control versus optimal control) 
was used as the primary outcome. In the NN models, a continuous 
measure of INR control (i.e. TTR) was used, with a TTR of <70% defined 
as suboptimal control. Model performance was evaluated using the area 
under the receiver operating characteristic (AUROC) curve as well as 
common ML performance values (including sensitivity, specificity, 
positive predictive value [PPV] and negative predictive value [NPV]) 
and confusion matrices at 25%, 50% and 75% sensitivities for each 
model. 

2.5.1. Baseline logistic regression model 
Logistic regression was applied to baseline data using a binary 

measure of INR control, with suboptimal INR control set as the positive 
class. The logistic regression model was applied using the glm package 
in R. A list of features included in the logistic regression model is 
detailed inSupplementary Table S2. 

2.5.2. Baseline machine learning (ML) models 
The following ML techniques were evaluated: Random Forest; 

XGBoost; linear and non-linear support vector machines (SVM); and 
NNs. These models were chosen because they cover a breadth of 
different ML techniques, allowing for both linear and non-linear asso-
ciations to be assessed. 

During model development, a reduced feature set was constructed 
for each model. This process removed any non-predictive features, along 
with any features that were highly collinear with other features in the 
set. The individual feature sets were then consolidated into a single, 
common feature set. All features were ranked according to either cor-
relation with (logistic regression, linear SVM) or mutual information 
(non-linear SVM, NN MLP, Random Forest, XGBoost) to the target var-
iable, i.e., suboptimal INR control. The ranked list of features was 
stepped through sequentially with each feature being added to the 
model’s feature set if the current score improved upon the best score up 
to that point. The score was defined as the mean AUROC curve found by 
cross-validation minus two standard errors minus an additional small 
value, ε. The feature set was then assessed. Any features that were 
retained but deemed not to be clinically plausible were removed. Any 
features that were not retained but for which a strong clinical argument 
could be made for inclusion were evaluated on a case-by-case basis. A 
list of features included in each baseline model is detailed inSupple-
mentary Table S2. Accumulated local effects (ALE) plots were used to 
quantitatively describe the influence of features in the model. ALE plots 
were used as this visual method of model interpretation is unbiased 
compared with other methods. 

2.5.3. Time-varying machine learning (ML) models 
A long short-term memory (LSTM) recurrent NN (RNN) was devel-

oped to estimate INR control both at baseline and over the first six 
months of follow-up after warfarin initiation and INR control. The LSTM 
RNN was chosen because of its ability to examine associations over time 
[44]. 

The LSTM RNN was trained on a time-series dataset structured into 
intervals of six weeks from week 0 (the date of warfarin initiation) to 
week 30 for all variables with the exception of INR measurements. Time- 
varying INR measurements were included in the LSTM RNN from week 6 
to week 30; INR data from the first 6 weeks after warfarin initiation were 
not considered, to allow for stabilisation of INR levels. Stabilisation 
performance varies by clinical choices on starting dose regimes, fre-
quency of initial INR testing and dose changes between clinicians and 
centers. In addition to estimating TTR, the LSTM time-varying model 
simultaneously estimated TOR and TUR as three concurrent output 
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nodes to stabilise the predictions across the three outcomes. As the LSTM 
was developed over the early stages of patient follow-up, several addi-
tional features derived from previously recorded INR measurements 
post-stabilisation phase were included. Each patient’s prior TOR and 
TUR were included along with the deviation of the patient’s INR read-
ings from 2.5, i.e., from the midpoint of the recommended therapeutic 
range, and the average difference between consecutive INR readings. 
Additionally, the LSTM model was forced to retain the patients’ smoking 
status and alcohol consumption as weekly units. The final feature set 
used in the LSTM is detailed in theSupplementary Table S2. 

3. Results 

3.1. Patient characteristics 

35,479 patients were eligible for the study. Analyses were under-
taken on 24,684 unique patients (training set) and evaluated on 10,795 
unique patients (holdout set). Within the training set, the 24,684 pa-
tients contributed 32,683 unique LOTs; 78% (n = 19,279) of patients 
contributed one LOT, 15% contributed two LOTs, and the remaining 7% 
contributing three or more LOTs during the 10-year study period. 
13,843 (42.4%) of LOTs were classified as suboptimal control and 
18,840 (57.6%) were classified as optimal control. Treatment duration 
was shorter in those LOTs defined as suboptimal control compared to 
optimal control (620.2 [confidence interval [CI]: 610.5–629.9] vs. 906.1 
[CI: 895.5–916.7] days). Across all patients, mean follow-up duration 
was 778.2 days (standard deviation [SD]: 692.2 days), with a mean of 
614.2 days (SD: 583.7) in patients with suboptimal INR control and 
903.9 days (SD: 740.9) in patients with optimal INR control. 

Demographic and clinical characteristics stratified by INR control are 
summarised in Table 1. There were no clinically meaningful differences 
in patient age, BMI, or ethnicity on INR control, however there was a 
significant gender disparity, with a greater proportion of men exhibiting 
suboptimal control (43.9% [male] vs 41.4% [female]; p < 0.001) based 
on TTR. Patients with suboptimal control consumed more alcohol 12.0 
vs 10.2 units per week (p < 0.001), had more frequent contact with 
healthcare services (10.7 GP visits and 0.42 hospitalisations per year vs 
9.46 GP visits and 0.31 hospitalisations per year; p < 0.001) and less 
favourable distributions of both Townsend deprivation index and 
CHA2DS2-VASc scores than patients with optimal INR control (p <
0.001). 

Patients in the suboptimal INR control group had a higher prevalence 
of comorbidities such as diabetes, depression, anxiety, anaemia, coro-
nary heart disease, heart failure, pulmonary disease, and renal disease, 
amongst others (all p < 0.001 vs optimal INR control). Patients with 
suboptimal INR control were also more likely to have received pre-
scriptions for antidepressants, antibiotics, asthma medications, digoxin, 
diuretics and proton pump inhibitors in the three months prior to 
warfarin initiation (all p < 0.001 vs optimal INR control). 

3.2. Baseline logistic regression model 

All features included in the logistic regression model demonstrated 
statistically significant relationships with INR control, with depression 
being the strongest predictor of suboptimal control. Patients who were 
either diagnosed with depression or prescribed antidepressants in the 
three months prior to the index date were ~1.3 times (OR: 1.324; 95% 
CI: 1.248–1.405) more likely to exhibit suboptimal INR control 
compared to patients without either of these. Another significant driver 
of suboptimal INR control was red blood cell count, with a single unit 
increase associated with a reduction (OR: 0.762; 95% CI: 0.731, 0.795) 
in the probability of suboptimal INR control (Supplementary Figure S2). 

The confusion matrices at 25%, 50%, and 75% sensitivity for the 
logistic regression model are summarised in Table 2. The AUROC for this 
model was 0.606. At 75% sensitivity (i.e. the threshold to correctly 
identify 75% of suboptimal INR control cases), 4,626 (32.5%) LOTs were 

correctly labelled as suboptimal control (true positives [TP]) while 
5,040 were incorrectly labelled as such (false positives [FP]), resulting 
in positive and negative predictive values (PPV and NPV) of 47.9% and 
66.1% respectively. 

3.3. Baseline machine learning models 

Of the ML models evaluated, the best performing model was XGBoost 
with an AUROC of 0.624, followed closely by the Random Forest model 
with an AUROC of 0.621, as shown in Table 2 and Fig. 1. The AUROC for 
the NN (MLP), SVM (r.b.f.), and SVM (linear) models were 0.618, 0.617, 
and 0.605 respectively (Supplementary Table S2). In the XGBoost 
model, at 75% sensitivity, 4,628 (32.6%) LOTs were correctly labelled as 
suboptimal control (TP) while 4,751 (33.4%) were incorrectly labelled 
as such (FP), resulting in a PPV and NPV of 49.3% and 68.1% 
respectively. 

Of the binary variables, depression – defined as a diagnosis present at 
any time in the five years prior to index date or prescription for anti-
depressant medication in the three months prior to the index date – was 
the single most important driver in the XGBoost model (ALE = 0.0537), 
with pulmonary disease (ALE = 0.0295) and asthma (ALE = 0.232) 
being the next two most important variables (Supplementary Figure S1). 
Of the continuous variables, alcohol consumption and annual number of 
hospital admissions had positive linear associations with the probability 
of suboptimal INR control, and red blood cell count and albumin con-
centration had negative linear associations (Supplementary Figure S2). 

As shown in Fig. 2, the XGBoost model was also able to identify non- 
linear associations between covariates such as body weight and age and 
suboptimal INR control. Body weight <70 kg was associated with 
greater probability of suboptimal control. Patients weighing 50 kg were 
6.5% points more likely to exhibit suboptimal INR control compared 
with patients weighing 70 kg. From 70 to 103 kg the relationship be-
tween body weight and INR control was relatively flat. The relationship 
between patient age and suboptimal INR control was ‘U shaped’, with 
patients aged <65 years or >80 years exhibiting a greater probability of 
suboptimal INR control than patients aged 65–80 years. 

3.4. Time-varying machine learning models 

The LSTM RNN model incorporated additional time-varying features 
not included in the baseline ML models, namely: time-dependent 
smoking status; annual length of hospital stay; CHA2DS2-VASc scores; 
and prior INR measurements (including TOR and TUR in addition to 
TTR) in the post-stabilisation phase. The AUROC curve and performance 
statistics for the time-varying LSTM NN model stratified by weeks from 
index (i.e. weeks from warfarin initiation) are displayed in Table 3. At 
week 0 (i.e. at baseline), the performance (AUC 0.616) was comparable 
to other baseline models. As time post-index increased and more infor-
mation was available, there was a significant increase in model perfor-
mance, culminating in an AUC of 0.830 at week 30, as demonstrated in 
Fig. 3. 

The confusion matrices at 25%, 50%, and 75% sensitivity levels for 
the LSTM RNN at Week 30 are summarised in Table 2. At 75% sensi-
tivity, 4,628 (32.6%) LOTs were correctly labelled as suboptimal control 
(TP) while 2,024 (14.2%) were incorrectly labelled as such (FP), 
resulting in positive and negative predictive values (PPV and NPV) of 
69.6% and 79.6% respectively. 

Three different modules were included in the final LSTM model: 1) 
baseline information, 2) time-varying information excluding INR data 
and 3) time-varying INR data. The individual contributions of each 
module to the final model are shown in Table 3. Whilst the performance 
of the time-varying model without INR data (i.e. only including: 
smoking status; annual length of hospital stay; and CHA2DS2-VASc 
scores) only improved slightly over time, the inclusion of INR data in the 
time-varying INR module improved performance to a greater extent. 
Additional presentation of these results in the form of case studies is 
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Table 1 
Demographic and clinical characteristics of the 24,684 patients included in the training set.   

Suboptimal control* 
(n = 13,843) 

Optimal control* 
(n = 18,840) 

p-value†

Mean (SD) N (%) Mean (SD) N (%) Welch’s t-test Chi-square test 

Patient demographics (latest value within 5 years prior to LOT initiation) 
Age (years) 74.9 (0.1) – 74.6 (0.1) – 0.005 – 
Female – 7,795 (56.1%) – 11,067 (58.7%) – <0.001 
Male – 6,048 (43.9%) – 7,773 (41.3%) – <0.001 
Weight (kg) 82.6 (0.2) – 84.1 (0.2) – <0.001 – 
Height (m) 1.69 (0.0) – 1.70 (0.0) – <0.001 – 
BMI (kg/m2) 28.9 (0.1) – 29.2 (0.1) – <0.001 – 
RBC (count) 4.5 (0.5)  4.6 (0.5)  <0.001  
Smoking status – <0.001 
Non-smoker – 7,461 (53.9%) – 10,694 (56.8%) 
Current smoker – 360 (2.6%) – 427 (2.3%) 
Ex-smoker – 6,022 (43.5%) – 7,719 (41.0%) 
Ethnicity – 0.009 
Black – 17 (0.1%) – 28 (0.1%) 
Asian – 13 (0.1%) – 11 (0.1%) 
Other – 255 (1.8%) – 384 (2.0%) 
South Asian – 48 (0.3%) – 31 (0.2%) 
White – 5,765 (41.6%) – 7,810 (41.5%) 
Not recorded – 7,745 (55.9%) – 10,576 (56.1%) 
Townsend deprivation index – <0.001 
1 (least deprived) – 1,980 (14.3%) – 2,883 (15.3%) 
2 – 2,063 (14.9%) – 2,996 (15.9%) 
3 – 1,758 (12.7%) – 2,317 (12.3%) 
4 – 1,329 (9.6%) – 1,696 (9.0%) 
5 (most deprived) – 748 (5.4%) – 810 (4.3%) 
Not recorded‡ – 5,966 (43.1%) – 8,158 (43.3%) 
Index of multiple deprivation – 0.279 
1 (least deprived) – 1,680 (12.1%) – 2,315 (12.3%) 
2 – 1,780 (12.9%) – 2,431 (12.9%) 
3 – 2,388 (17.3%) – 3,150 (16.7%) 
4 – 2,050 (14.8%) – 2,657 (14.1%) 
5 (most deprived) – 1,809 (13.1%) – 2,537 (13.5%) 
Not recorded‡ – 4,136 (29.9%) – 5,750 (30.5%) 
Time (AF diagnosis to warfarin initiation; days) 892.3 (9.8) – 843.5 (8.3) – <0.001 – 
CHA2DS2-VASc score^ – <0.001 
0 (lowest risk) – 584 (4.2%) – 686 (3.6%) 
1 – 1,170 (8.5%) – 1,718 (9.1%) 
2 – 2,190 (15.8%) – 3,446 (18.3%) 
3 – 3,048 (22.0%) – 4,666 (24.8%) 
4 – 3,235 (23.4%) – 4,451 (23.6%) 
5 – 2,315 (16.7%) – 2,704 (14.4%) 
6 – 1001 (7.2%) – 961 (5.1%) 
7 – 267 (1.9%) – 187 (1.0%) 
8 – 33 (0.2%) – 21 (0.1%) 
9 (highest risk) – 0 (0.0%) – 0 (0.0%) 
Health behaviour (latest value within 5 years prior to LOT initiation) 
Alcohol (weekly units) 12.0 (0.2) – 10.2 (0.2) – <0.001 – 
Alcohol consumption – <0.001 
Very heavy – 127 (0.9%) – 78 (0.4%) 
Heavy – 186 (1.3%) – 152 (0.8%) 
Moderate – 690 (5.0%) – 761 (4.0%) 
Light – 5,472 (39.5%) – 7,883 (41.8%) 
None – 1,294 (9.3%) – 1,725 (9.2%)  
Ex – 1,386 (10.0%) – 1,799 (9.5%) 
Not recorded – 4,688 (33.9%) – 6,442 (34.2%) 
Comorbidity history (any time 5 years prior to LOT initiation) 
Anaemia – 1,620 (11.7%) – 1,488 (7.9%) – <0.001 
Anxiety – 581 (4.2%) – 622 (3.3%) – <0.001 
Bleeding (any) – 1,537 (11.1%) – 1,790 (9.5%) – <0.001 
Bleeding (gastrointestinal) – 1,481 (10.7%) – 1,733 (9.2%) – <0.001 
Bleeding (intracerebral) – 42 (0.3%) – 57 (0.3%) – 1.000 
Bleeding (intracranial) – 55 (0.4%) – 57 (0.3%) – 0.365 
Cancer – 1,869 (13.5%) – 2,261 (12.0%) – <0.001 
Use of pain medication – 3,571 (25.8%) – 3,749 (19.9%) – <0.001 
Coronary artery disease – 1,301 (9.4%) – 1,375 (7.3%) – <0.001 
Coronary heart disease – 3,655 (26.4%) – 4,277 (22.7%) – <0.001 
Dementia – 360 (2.6%) – 320 (1.7%) – <0.001 
Depression – 1,952 (14.1%) – 1,790 (9.5%) – <0.001 
Deep vein thrombosis – 221 (1.6%) – 170 (0.9%) – <0.001 
Heart failure – 3,959 (28.6%) – 4,578 (24.3%) – <0.001 
Hyperlipidaemia – 1,800 (13.0%) – 2,242 (11.9%) – 0.004 
Hypertension – 8,430 (60.9%) – 11,134 (59.1%) – 0.001 

(continued on next page) 
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shown inSupplementary Figure S3. 

4. Discussion 

Suboptimal INR control was present in 42.4% of LOTs in the training 
set. Patients receiving a LOT defined as suboptimal control were more 
likely to be male, were more likely to report moderate to heavy alcohol 
consumption and were more likely to be socioeconomically deprived. 
Interactions between alcohol and warfarin are well-established [45,46], 

and – although the effect was more modest in our study – excessive 
alcohol consumption has been linked to a 3-fold increase in the risk of 
poor INR control [47]. Furthermore, across all models at baseline, the 
largest driver of suboptimal INR control was depression-based markers. 
Patients diagnosed with depression in the five years prior to index or 
prescribed anti-depressant medication in the three months prior to 
warfarin initiation were approximately 30% (based on the logistic 
regression model) more likely to exhibit suboptimal INR control than 
patients without either of these markers. These findings support those 

Table 1 (continued )  

Suboptimal control* 
(n = 13,843) 

Optimal control* 
(n = 18,840) 

p-value†

Mean (SD) N (%) Mean (SD) N (%) Welch’s t-test Chi-square test 

Myocardial infarction – 914 (6.6%) – 980 (5.2%) – <0.001 
Osteoarthritis – 2,949 (21.3%) – 3,655 (19.4%) – <0.001 
Pulmonary embolism – 235 (1.7%) – 188 (1.0%) – <0.001 
Pulmonary disease – 3,613 (26.1%) – 3,787 (20.1%) – <0.001 
Renal disease – 3,807 (27.5%) – 4,352 (23.1%) – <0.001 
Stroke – 1,544 (11.2%) – 1,945 (10.3%) – 0.017 
TIA – 1,093 (7.9%) – 1,556 (8.3%) – 0.242 
Diabetes (T1DM or T2DM) – 2,118 (15.3%) – 2,374 (12.6%) – <0.001 
Tachycardia – 927 (6.7%) – 1,074 (5.7%) – <0.001 
Concomitant medication usage (prescribed within the 3 months prior to LOT initiation) 
ACE inhibitors – 221 (1.6%) – 245 (1.3%) – 0.036 
Antibiotics – 3,405 (24.6%) – 3,711 (19.7%) – <0.001 
Antidepressants – 1,523 (11.0%) – 1,319 (7.0%) – <0.001 
Aspirin – 5,136 (37.1%) – 7,253 (38.5%) – 0.009 
Asthma medication – 2,658 (19.2%) – 2,807 (14.9%) – <0.001 
Beta blockers – 2,035 (14.7%) – 3,090 (16.4%) – <0.001 
Calcium channel blockers – 4,333 (31.3%) – 6,161 (32.7%) – 0.012 
Dementia medication – 69 (0.5%) – 57 (0.3%) – 0.009 
Digoxin – 3,488 (25.2%) – 3,825 (20.3%) – <0.001 
Diuretics – 5,399 (39.0%) – 5,859 (31.1%) – <0.001 
Hypertension medication – 138 (1.0%) – 170 (0.9%) – 0.109 
Lipid lowering drugs – 7,475 (54.0%) – 10,362 (55.0%) – 0.095 
NSAIDs – 775 (5.6%) – 980 (5.2%) – 0.182 
Platelet aggregate inhibitors – 1,163 (8.4%) – 1,507 (8.0%) – 0.192 
Proton pump inhibitors – 4,900 (35.4%) – 5,916 (31.4%) – <0.001 
Medical contact (within the 5 years prior to LOT initiation) 
GP visits per year (normal) 10.7 (0.1) – 9.5 (0.1) – <0.001 – 
GP visits per year (acute) 0.2 (0.0) – 0.1 (0.0) – <0.001 – 
Hospital admissions per year 0.4 (0.0) – 0.3 (0.0) – <0.001 – 

AF: atrial fibrillation; BMI: body mass index; GP: general practice; LOT: line of therapy; NSAIDs: non-steroidal anti-inflammatory drugs; RBC: red blood cells;TIA: 
transient ischemic attack. 
* Suboptimal/Optimal control defined as time in therapeutic range (TTR) <70/>70% respectively. 
†Used for statistical significance testing between suboptimal and optimal control groups. 
^CHA2DS2-VASc scores were recalculated using available patient data. In the case of repeat scores, the most recent score was used. 

Table 2 
Confusion matrices for the baseline logistic regression model, the best performing machine learning model, and the time-varying machine learning model at weeks 
0 and 30 at 25%, 50% and 75% sensitivities.   

AUROC Sensitivity Specificity TP FP TN FN PPV NPV 

Conventional model 
Logistic Regression (n = 14,218)  0.606 25.0% 86.2% 1,541 1,110 6,938 4,629 58.1% 60.0% 

50.0% 65.5% 3,085 2,776 5,272 3,085 52.6% 63.1% 
75.0% 37.4% 4,626 5,040 3,008 1,544 47.9% 66.1% 

Best performing baseline machine learning model 
XGBoost (n = 14,218) 0.624 25.0% 87.7% 1,543 990 7,058 4,627 60.9% 60.4% 

50.0% 67.1% 3,085 2,647 5,401 3,085 53.8% 63.6% 
75.0% 41.0% 4,628 4,751 3,297 1,542 49.3% 68.1% 

Time-varying machine learning model at week 0 
LSTM RNN (n = 14,218) 0.616 25.0% 86.6% 1,543 1,075 6,974 4,627 58.9% 60.1% 

50.0% 66.4% 3,085 2,706 5,342 3,085 53.3% 63.4% 
75.0% 39.4% 4,627 4,880 3,168 1,543 48.7% 67.2% 

Time-varying machine learning model at week 30 
LSTM RNN (n = 14,218) 0.830 25.0% 98.1% 1,543 152 7,896 4,627 91.1% 63.1% 

50.0% 91.8% 3,085 661 7,387 3,085 82.4% 70.5% 
75.0% 74.8% 4,628 2,024 6,024 1,542 69.6% 79.6% 

AUROC: area under the receiver operating characteristics curve; FN: false negative; FP: false positive; LSTM RNN: long short-term memory recurrent neural network; 
NPV: negative predictive value; PPV: positive predictive value; TN: true negative; TP: true positive; XGBoost: stochastic gradient boosting. 
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from other studies that have linked anxiety and depression to reduced 
INR stability and therefore decreased TTR [48,49], placing these pa-
tients at increased risk of either thromboembolic or bleeding events. 

The majority of ML models evaluated in this study performed 
numerically better than the conventional statistical (logistic regression) 
approach for predicting suboptimal INR control in patients with AF. 
Unlike conventional statistical methods, ML models can understand 
complex interrelationships between covariates, with some able to 
identify non-linear associations. Indeed, the best performing ML model 
using baseline data – the XGBoost – was able to identify non-linear as-
sociations between covariates such as age and weight, potentially a 
reason for its improved performance compared with linear methods. 
Overall, whilst these results indicate an improvement in the ability of 
most ML algorithms to predict patients at higher risk of suboptimal 
anticoagulation control over conventional methods using baseline data, 

the incremental predictive ability of the best ML model remains mod-
erate and reflects the complexity and challenges of predicting patients at 
highest risk of suboptimal INR control with currently documented pri-
mary care data. 

In contrast to the ML models based on baseline data alone, time- 
varying ML models allowed for the incorporation of additional infor-
mation during follow-up after warfarin initiation. In this study, the 
introduction of time-varying data, in particular prior INR measurements 
in the post-stabilisation phase, to the LSTM RNN significantly improved 
the performance of this ML algorithm to predict suboptimal anti-
coagulation control. Whilst the main driver of this improvement in 
performance over time was the availability of prior INR measurements, 
it was not just the INR measurements themselves that contributed to the 
improved power to predict risk of future suboptimal INR control, but 
also the relationships between INR measurements and other covariates. 
As evidenced in the case studies inFigure S3, the ML algorithm identified 
patients at higher risk of future suboptimal control despite prior optimal 
control and vice versa. In these highlighted cases, despite patients 
having a history of optimal control, they were identified as having 
higher risk of future poor INR control (and conversely patients with 
history of suboptimal control were identified as having lower risk of 
future poor control), which was subsequently confirmed by the data. In 
these cases, clinician assessment of prior INR measurements alone may 
have led to the assumption that these patients were at lower and higher 
risk of suboptimal control respectively, despite the opposite finding. 

The time-varying ML model (LSTM RNN) demonstrated excellent 
predictive ability (AUROC >0.8) from week 24 onwards. Optimal 
therapeutic efficacy of warfarin is realised when INR is maintained 

Fig. 1. Box plot outlining the performance of each simulation involved in cross- 
validation ( ; training set) and the final performance ( × ; holdout set). 
AUC: area under the curve; MLP: multi-layer perceptron; NN: neural network; 
RBF: radial basis function; ROC: receiver operating characteristics; SVM: sup-
port vector machine; XGBoost: stochastic gradient boosting. 

Fig. 2. (Left) change in probability of 
suboptimal control (based on accumu-
lated local effects, ALE) for weight for 
the stochastic gradient boosting 
(XGBoost) baseline model and (Right) 
change in probability of suboptimal 
control against age for the XGBoost 
baseline model. 
(Left) At baseline: <70 kg–6,794 pa-
tients; ≥70 kg and <110 kg–23,387 
patients; ≥110 kg–2,395 patients 
(Right) At baseline: <60 years–2,335; 
≥60 years and <85 years–26,354; ≥85 
years–3,887 patients.   

Table 3 
AUROC performance for final LSTM RNN time-varying model and performance 
of disaggregated components – stratified by weeks from index.  

Weeks from index 0 6 12 18 24 30 

Final model 0.616 0.638 0.703 0.763 0.804 0.830 
Disaggregated modules 
Baseline information only 0.620 
Time-varying (without 

INR) 
0.605 0.607 0.613 0.619 0.627 0.632 

Time-varying INR 0.500 0.576 0.674 0.746 0.793 0.822 
INR: international normalised ratio  
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within 2.0–3.0. However, to ensure INR is maintained within this nar-
row range, patients must regularly attend warfarin clinics. Time-varying 
ML methods could be utilised as an additional tool in warfarin clinics to 
routinely assess the likelihood of individual patients experiencing sub-
optimal INR control in the future, based on their current time-updated 
profile. Patients identified as being at higher risk of suboptimal con-
trol could be offered more frequent INR monitoring or switched to an 
alternative therapy prior to the onset of suboptimal control. This is 
especially pertinent during the COVID-19 pandemic, where many pa-
tients are being switched from warfarin to DOACs to improve the safety 
of anticoagulation monitoring in line with national guidelines. 

ML techniques have previously been studied as a means of optimising 
warfarin dosage [29,30] and for the prediction of clinical outcomes 
[37]. However, the only published study that we are aware of to report 
on the development of a method to predict TTR or the quality of oral 
anticoagulation (the SAMe-TT2R2 score) in patients with AF did not 
employ ML methods [35]. Studies have reported variable ability of the 
SAMe-TT2R2 score to predict patients at risk of poor INR control, and as 
a result, a recent meta-analysis of 16 studies concluded there was limited 
clinical utility of the SAMe-TT2R2 score to predict poor INR control at 
individual patient level [36]. Whilst we have not directly compared the 
SAMe-TT2R2 score with the ML algorithms applied in this study, our 
results indicate that there is benefit in using ML methods over conven-
tional statistical approaches to predict patients at higher risk of 

suboptimal INR control, especially with the inclusion of time-varying 
data. However, whether ML methods can be developed to accurately 
predict which patients are at higher risk of suboptimal INR control at 
baseline prior to warfarin initiation requires further investigation in the 
real-world clinical setting. 

A major strength of this study is that data were obtained from large 
databases of real-world primary care and secondary care activity. Whilst 
the inclusion of >30,000 patients increases the robustness of associa-
tions between patient-related variables and suboptimal INR control and 
its generalisability to other populations, the study is not without limi-
tations. First, as this is a retrospective database study, analyses and 
conclusions are reliant on the accuracy and completeness of original 
data entry. CPRD take steps to ensure this by only providing data of 
research quality, but nevertheless errors are likely to still exist. Second, 
only patient records from approximately 60% of general practices that 
contribute to CPRD GOLD are linked with HES, meaning there was 
incomplete linkage with secondary care records across the entire data-
set. Third, selection bias may also have occurred because we only 
included patients who had sufficient follow-up data (i.e. at least two INR 
measurements in the first six months after warfarin initiation). Lastly, 
dietary (for example: vitamin K based foods) data, emerging parameters 
in anticoagulation response such as genetic variants and performance of 
the anticoagulation services responsible for each patient, and HAS-BLED 
score (to quantify major bleeding risk) – which were first described in 

Fig. 3. Receiver operating characteristics (ROC) curve for the time-varying long short-term memory recurrent neural network (LSTM RNN) model.  

J. Gordon et al.                                                                                                                                                                                                                                 



Informatics in Medicine Unlocked 25 (2021) 100688

9

2010 but not used commonly in clinical practice until after 2014 [50,51] 
– were unavailable for input into our models. 

In conclusion, at baseline, ML models demonstrated better predictive 
ability of INR control compared to conventional methods. The inclusion 
of time-varying data (notably prior INR measurements) significantly 
improved the performance of the ML methods in predicting suboptimal 
INR control, however, it is not just the INR measurements themselves 
but the complex interplay between INR measurements and other clinical 
characteristics that predict risk. Such time-varying ML algorithms may 
be useful as an additional tool in warfarin clinics to routinely assess the 
likelihood of a patient experiencing suboptimal INR control in the 
future. 
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