An improved deep regression model with state space reconstruction for continuous blood pressure estimation
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A B S T R A C T

Continuous blood pressure (BP) monitoring is crucial for diagnosing and preventing cardiovascular disease (CVD). However, existing approaches for continuous cuffless BP monitoring using photoplethysmogram (PPG) and electrocardiogram (ECG) signals suffer from instability and susceptibility to various factors. This poses a challenge in accurately estimating BP levels, hindering effective disease diagnosis and prevention. Therefore, there is a need for an improved method that can provide reliable and accurate continuous BP estimation from PPG and ECG signals, overcoming the limitations of existing approaches. In this study, we proposed a deep regression model with state space reconstruction (SSR) for continuous BP estimation. A feature voting system with a variety of feature selection algorithms is introduced to select the optimal feature set of PPG and ECG signals. The SSR technique is applied to feature data to reveal useful hidden information. The proposed method is evaluated based on 660 subjects from a well-known benchmark dataset and a multi-day BP dataset. Random forest and the proposed deep regression model are tested to show the advantages of using SSR on feature data. The results show a promising performance of the improved deep regression model. On the benchmark dataset, the root mean square error (RMSE) and mean absolute error (MAE) of the improved deep regression model are 3.613 and 2.765 mmHg respectively for systolic BP (SBP), 1.978 and 1.543 mmHg for diastolic BP (DBP). The results achieved high accuracy for estimating SBP and DBP according to the British Hypertension Society (BHS) standard. On the multi-day BP dataset, the proposed model achieved RMSE of 5.387, 3.338 and 3.611 mmHg for SBP and achieved MAE of 4.115, 2.553, and 2.927 mmHg for DBP. Additionally, the robustness of our proposed model is validated by adding random noise into the PPG signals. The results demonstrate that the proposed deep regression model with SSR can improve the performance of BP estimation. It is possible to apply our proposed method further to develop a wearable device for real-time BP monitoring.
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1. Introduction

Hypertension or high blood pressure (BP) as one of the major causes of cardiovascular diseases, which is often asymptomatic in the early stage and thus the diagnosis rate is low [1]. Continuous BP monitoring can help improve the awareness and early prevention of hypertension [2]. For hypertensive patients who need to take BP frequently, inflatable cuffs are uncomfortable and inconvenient to measure non-invasive BP. Therefore, non-invasive and continuous methods for BP estimation attracted extensive attention in recent years.

There are two main methods used for BP measurement: the invasive method and the noninvasive method. The invasive method is considered the gold standard in BP measurement [3]. Although the invasive method can be accurate in obtaining BP, it can be used only in clinical environments. Thus, it is inconvenient for daily BP monitoring. For the noninvasive cuffless BP estimation, there are two main aspects of blood pressure estimation: Pulse Transit Time based (PTT-based) method and waveform-based analysis [4]. Several studies have found that Pulse Wave Velocity (PWV) and Photoplethysmogram Intensity Ratio (PIR) are two of the important parameters for estimating BP [5]. In some cases, PWV is usually expressed accordingly by measuring Pulse Transit Time (PTT) or Pulse Arrival Time (PAT) [6]. Photoplethysmography (PPG) as a low-cost measurement method, utilizes an infrared light to measure the volumetric variations of blood circulation [7]. The wristband-type PPG monitoring devices are used as the most popular device because they are convenient to wear by users, inexpensive, and highly portable. Besides, different features including PPT and PAT can be extracted from PPG signals, which are used for BP estimation. BP is correlated with PTT based on the Moens–Korteweg (M–K) equation and Hughes equation [9]. PTT is the time required for an arterial pulse to propagate from the heart to a peripheral site, and it can be calculated as the time interval between the peak R wave of the electrocardiogram (ECG) and a characteristic point of the PPG [8]. Based on the M–K equation and Hughes equation, a mathematical relationship between BP and PTT can be established, which is shown in Eq. (1).

\[
P = \frac{1}{r} \left( 2 \ln \left( \frac{D}{PTT} \right) + \ln \left( \frac{2pd}{\rho d h} \right) \right)
\]

(1)

PIR is the difference between PPG peak and valley in one cardiac cycle, it reflects the change of arterial diameter in one cardiac cycle. From the previous study, the change in arterial diameter has an important effect on peripheral resistance and blood volume, which are two main factors that affect BP [8]. The relationship between PIR and BP is shown in Eq. (2) and Eq. (3).

\[
DBP = DBP_0 \cdot \frac{PIR}{PI R}
\]

(2)

\[
SBP = DBP_0 \cdot \frac{PIR}{PI R} + SBP_0 \cdot \left( \frac{PTT}{PTT_0} \right)^2
\]

(3)

where the DBP_0 and SBP_0 refer to the initial calibration constant values of the measurement for diastolic BP (DBP) and systolic BP (SBP) respectively.

Many studies used PTT and PIR as the input feature in mathematical or regression models for BP estimation [3,8,10]. However, the M–K equation involves two assumptions and the Hughes equation has no theoretical basis [11]. Therefore, relying exclusively on PTT to capture the inherent fluctuation of blood pressure is insufficient, as it can compromise the prediction accuracy and reliability of the model. Recent studies have tried to extract more features and use more complex models for BP estimation.

The limited accuracy observed in current cuffless blood pressure (BP) measurement methods can be primarily attributed to two sources of uncertainty: epistemic uncertainty, which pertains to the inherent limitations and assumptions of the employed models, and aleatoric uncertainty, which arises from the inherent variability and unpredictability present in the collected BP data. These uncertainties significantly impact the accuracy and reliability of BP estimation [12]. BP estimation is studied in two steps, feature extraction and model construction. Current BP estimation models can be divided into two categories based on the temporal dependencies: point-to-point BP estimation model and sequence-to-point BP estimation model [13]. For continuous cuffless BP estimation, a point-to-point model will be employed. Point-to-point models are commonly used in the field of BP estimation, where individual data points from the input signal are translated to estimate corresponding BP values. A model based on Gaussian process regression (GPR), which is a nonparametric kernel-based probabilistic model was proposed in [2]. In [14], several regression methods based on 20 extracted features were applied to estimate BP, including linear regression, ridge regression, support vector machines (SVM), AdaBoost, and random forest (RF). Given the inherent temporal nature of BP data, the prediction of BP can be considered as a study of predicting time-series data. Consequently, there is a growing interest in the research community towards exploring time-series related models for non-invasive continuous blood pressure estimation. This emerging focus on time-series models reflects the recognition of the importance of capturing the dynamic patterns and temporal dependencies present in BP data. By incorporating advanced time-series modeling techniques, researchers aim to enhance the accuracy and effectiveness of BP prediction methods. The focus of current research in non-invasive continuous blood pressure estimation has shifted towards feedback neural networks. These neural networks exhibit interconnected hidden layers, where the inputs to the hidden layers consist of both the outputs from the input layer and the outputs from the hidden layers at the previous time step. This unique architecture of feedback neural networks provides a strong foundation for effectively processing time-series data. An LSTM model that helps to learn the time dependency in BP sequences was proposed in [15].

All machine learning and deep learning methods mentioned above are based on feature extraction. There are mainly two ways for feature extraction: the first one is manually extracting features from ECG and PPG signals [15], and the second one is using deep neural networks to extract features automatically [16]. Both approaches have their advantages and disadvantages. Manually
extracting features helps us determine exactly which features are used for the models. However, it is difficult to determine whether all extracted features are useful for BP estimation. Automatically extracting features can learn information that cannot be extracted manually, while since the features are extracted by DNN, it is difficult to interpret them physically [17]. The accuracy of manually extracting features has a great impact on the accuracy of BP estimation models. More features mean that more information will be learned by the models thus it is possible to improve the model accuracy. If the ECG and PPG information is tried to be extracted as much as possible, then many features will be input into the model. In this case, the complexity of the model is increased, leading to a high computational cost. On the other hand, a smaller number of features may not be able to provide sufficient information for BP estimation.

To overcome the issue of how many features should be used for model fitting, feature selection is presented to find the optimal feature set of PPG and ECG signals for BP estimation. In this paper, we proposed a novel feature voting system consisting of 8 feature selection algorithms to select the optimal feature set. After sorting the feature importance in each feature selection algorithm, 8 results were combined and got the final feature set, which is defined as the optimal feature set. Subsequently, a deep recurrent neural network (RNN), which contains 2-layered bidirectional long short-term memory (Bi-LSTM) and 6-layered LSTM networks was built to estimate BP based on the optimal feature set.

Additionally, one-dimensional time series data may hide some information in high-dimensional space, which may cause randomness [18]. In this case, state or phase space reconstruction has been widely used to preprocess the raw data to extract more hidden information. In this study, the selected feature set through state space reconstruction (SSR) was used as the input. The results of the models with the original feature set and SSR feature set will be compared. The results show that the hidden information extracted through SSR can improve the prediction performance of models. When we employ SSR techniques to describe high-dimensional information, two components are necessary: the time delay and embedding dimension. Details on how to obtain these two components are described in Section 2.5. In addition, to compare the effect of SSR on the results more comprehensively, a random forest model was also developed to compare the prediction performance on the regression model.

The contributions of this article are summarized as follows:

1. A new structured feature voting system is developed to identify the most informative feature set from ECG and PPG signals.
2. The SSR technique is proposed to extract hidden information from ECG and PPG signals, enhancing the accuracy and reliability of BP estimation.
3. Robustness analysis with noise injection is assessed to the proposed model by introducing random noise into the PPG signals.
4. Extensive comparative studies with twelve deep learning methods using well-known datasets are presented to show the effectiveness of the proposed method.

The remainder of this paper is organized as follows. Section 2 presents the data and data preprocessing block, the feature extraction and selection methods, the SSR technique, as well as the structure of the RNN model. Section 3 shows the results of the random forest regression model and our proposed model. Section 4 presents the model comparison and the robustness analysis. Section 5 presents the limitations of the proposed work. Finally, a conclusion and future work are provided in Section 6.

2. Methodology

In this section, we present the proposed deep regression model with the SSR technique for BP estimation, utilizing an optimized feature set derived from ECG and PPG signals. Our proposed technique is organized as a four-stage procedure, as depicted in Fig. 1. The initial stage entails the extraction of features, encompassing the pre-processing of both ECG and PPG signals, resulting in a total of 19 extracted features. Subsequently, the second step involves feature selection, where the proposed voting system is employed in conjunction with eight distinct feature selection algorithms. Through this process, the optimal feature set is ascertained, comprising a selection of five features. The next step is using the SSR technique on the 5 selected features. The time delay and embedding dimension are determined by the mutual information and false nearest neighbors (FNN) algorithm respectively. Finally, the proposed deep regression model is developed by taking 660 subjects from the University of California Irvine (UCI) machine learning repository randomly. To test and evaluate the performance of the proposed model, 10-fold cross-validation will be employed, ensuring robustness and reliability by partitioning the dataset into ten subsets and iterative using 90% of the data for training, and the remaining 10% data is used for testing.

2.1. Data source

MIMIC-II dataset. In this paper, data from the Multiparameter Intelligent Monitoring in Intensive Care II (MIMIC-II) dataset [19] is applied to evaluating the SSR technique. This dataset contains thousands of ICU patients’ PPG and ECG signals with corresponding BP. The sampling frequency is 125 Hz for ECG, PPG, and BP. Only records that are longer than 8 min are chosen for feature extraction since the performance of continuous BP estimation models should be validated on a long record. Besides, records with very low or very high BP values (e.g., DBP ≤ 50 and SBP ≤ 80, or, DBP ≥ 130 and SBP ≥ 180) are also removed, and the final database consists of 660 subjects.

Multi-day BP dataset. The dataset used in this study is a personal dataset consisting of recordings obtained from 12 healthy subjects, comprising 11 males and 1 female [15]. For each subject, the BP, ECG, and PPG data were collected during an 8-minute resting period on multiple days, namely the 1st day, 2nd day, 4th day, and 6 months after the initial recording.
The random forest (RF) and our proposed deep regression model are used to evaluate the performance of using the SSR technique. A total of 660 subjects obtained from the UCI dataset were used for evaluating the SSR technique and the proposed model. Besides, the Multi-day BP dataset is also used to evaluate the performance of the proposed model. For each subject, DBP and SBP were generated from the minimum and maximum values in each heartbeat. Fig. 2 shows the distribution of DBP and SBP from the MIMIC-II dataset. All 660 subjects are classified into 4 different types of groups based on the office blood pressure threshold, which is shown in Table 1. Besides, Table 2 shows the statistical information for SBP and DBP from the MIMIC-II dataset, and Table 3 shows the statistical information for SBP and DBP from the Multi-day BP dataset.

### Table 1
Office blood pressure thresholds.

<table>
<thead>
<tr>
<th>Type (percentage)</th>
<th>SBP (mmHg)</th>
<th>DBP (mmHg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal (36%)</td>
<td>&lt;120</td>
<td>and &lt;80</td>
</tr>
<tr>
<td>Prehypertension (35%)</td>
<td>120–139</td>
<td>or 80–90</td>
</tr>
<tr>
<td>Stage 1 Hypertension (21%)</td>
<td>140–159</td>
<td>or 90–99</td>
</tr>
<tr>
<td>Stage 2 Hypertension (8%)</td>
<td>≥160</td>
<td>or ≥100</td>
</tr>
</tbody>
</table>

### Table 2
Statistical information for MIMIC II dataset.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBP</td>
<td>66.43</td>
<td>129</td>
<td>50</td>
<td>9.64</td>
</tr>
<tr>
<td>SBP</td>
<td>128.65</td>
<td>185</td>
<td>80</td>
<td>19.47</td>
</tr>
</tbody>
</table>

2.2. Data preprocessing

To mitigate the negative impact of noise and artifacts on the raw ECG and PPG signals, a preprocessing step is implemented to effectively filter and denoise the signals. ECG and PPG signals can be affected by various sources of noise, such as baseline wander,
Table 3
Statistical information for Multi-day BP dataset.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBP</td>
<td>64.43</td>
<td>124</td>
<td>48</td>
<td>10.26</td>
</tr>
<tr>
<td>SBP</td>
<td>113.19</td>
<td>178</td>
<td>80</td>
<td>14.91</td>
</tr>
</tbody>
</table>

Fig. 2. Distribution of DBP and SBP.

powerline interference, and muscle artifacts [20]. Additionally, these signals may contain beats where the peak cannot be reliably detected due to irregular heartbeats or other factors. Here we filtered and denoise the ECG and PPG signals in MATLAB based on Kachuee et al. [21]. The specific process is as follows: (i) removing the baseline wander noise in ECG and PPG; (ii) using a bandpass filter to do wavelet transform; (iii) removing the beat that cannot detect peak by the peak detection algorithm. By using the filter methods and removing those beats, the preprocessing stage ensures that only high-quality beats with clearly detectable peaks are retained for further analysis. Meanwhile, data normalization is necessary to make sure the values of all samples for each record are in [0, 1]. Here Min–max normalization is used and the function is shown in Eq. (4).

\[
x(t)_{\text{scaled}} = \frac{x(t) - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}
\]  

(4)

2.3. Feature extraction

In our work, 5 types of features with a total of 19 features were extracted based on ECG and PPG signals. The extracted features are shown in Table 4. Some fiducial points of ECG and PPG signals need to be marked in order to extract those features. For example, R-peaks of ECG signals, pulse feet, systolic peaks, dicrotic notches, and diastolic peaks of PPG signals. The schematic diagram of fiducial points and some features are shown in Fig. 3.

2.4. Feature selection

The efficiency of the model will be affected when a large number of features are used. Because some features might be related to others, leading to redundant computational costs. Which leads to overfitting of the model and increases the error rate of the learning algorithm [22]. To avoid the decrease in model prediction performance due to the irrelevance and redundancy of the high-dimensional input data, dimensionality reduction techniques are applied. For dimensionality reduction, one of the most popular techniques is feature selection [23]. In feature selection, relevant features are selected, and irrelevant and redundant features are discarded [24]. A good feature is defined as one that is relevant to the class but not redundant with any other relevant features [25]. In this case, feature selection aims to minimize the computational cost of the model and improve the performance of the model by using the most relevant features. In our work, 8 feature selection methods will be used, which are named ReliefF feature selection (ReliefF), correlation-based feature selection (CFS), mutual information method (MI), neighborhood component analysis (NCA), features for classification using minimum redundancy maximum relevance (FSCMRMR), recursive feature elimination (RFE), variance thresholding (VT), and relativity analysis (RA).
Table 4  
Feature definitions.

<table>
<thead>
<tr>
<th>Feature types</th>
<th>Features</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time indices</td>
<td>$PTT_{pp}$</td>
<td>from R-peak of ECG to systolic peak of PPG</td>
</tr>
<tr>
<td></td>
<td>$PTT_{pf}$</td>
<td>from R-peak of ECG to pulse foot of PPG</td>
</tr>
<tr>
<td></td>
<td>$t_sf$</td>
<td>Time span from systolic peak to pulse foot</td>
</tr>
<tr>
<td></td>
<td>$t_{dn}$</td>
<td>Time span from dicrotic notch to systolic peak</td>
</tr>
<tr>
<td></td>
<td>$t_{fp}$</td>
<td>Time span from the next pulse foot to dicrotic notch</td>
</tr>
<tr>
<td>Slope indices</td>
<td>$S_{sf}$</td>
<td>Slope from dicrotic notch to pulse foot</td>
</tr>
<tr>
<td></td>
<td>$S_{st}$</td>
<td>Slope from systolic peak to pulse foot</td>
</tr>
<tr>
<td></td>
<td>$S_{dx}$</td>
<td>Slope from systolic peak to diastolic peak</td>
</tr>
<tr>
<td>Area indices</td>
<td>$A_{sf}$</td>
<td>Area under the PPG curve from systolic peak to pulse foot</td>
</tr>
<tr>
<td></td>
<td>$A_{st}$</td>
<td>Area under the PPG curve from diastolic peak to systolic peak</td>
</tr>
<tr>
<td></td>
<td>$A_{dp}$</td>
<td>Area under the PPG curve from diastolic peak to dicrotic notch</td>
</tr>
<tr>
<td>Intensity indices</td>
<td>$RI_{sf}$</td>
<td>Ratio of systolic peak intensity to diastolic peak intensity</td>
</tr>
<tr>
<td></td>
<td>$RI_{st}$</td>
<td>Ratio of systolic peak intensity to pulse foot</td>
</tr>
<tr>
<td></td>
<td>$RI_{dp}$</td>
<td>Ratio of systolic peak intensity to dicrotic notch intensity</td>
</tr>
<tr>
<td>Other</td>
<td>$HR$</td>
<td>Heart rate (R-R interval of ECG)</td>
</tr>
</tbody>
</table>

2.4.1. Relieff  
The original Relief is a feature selection algorithm based on binary classification problems. The Relief algorithm is an instance-based learning algorithm [26]. Nearest-hit and Nearest-miss of an instance $X$ is calculated and selected by Euclid distance [27]. One limitation of the original Relief algorithm is only two-class data problems could be used. For multi-class problems, the improved method Relieff will be used, which combines Relief and K-nearest Neighbor [13]. Relieff algorithm finding $k$ Nearest-hit ($H$) from the same class of $X$ and $k$ Nearest-miss ($M$) from each different class. The weight of each feature is updated by Eq. (5).

$$w_i = w_i - \frac{\sum_{k=1}^{K} \text{diff} (x^i - H_k^i)}{(m^* K)} + \frac{\sum_{c \neq 1} p(c) \sum_{k=1}^{K} \text{diff} (x^i - H_{c,k}^i)}{(m^* K)}$$

(5)

where $w_i$ is the weight of $i$th feature. $p(c)$ is the prior probability of $c$ and $c1$ is the class of $X$. $k$ is the number of $H$ and $M$.

2.4.2. CFS  
Correlation-based feature selection (CFS) is one of the feature selection methods in the filter category. This approach sorts and selects feature values by looking at the values that are correlated to the class and have a relation with other features. One advantage of this algorithm is that it requires less computational complexity compared with other approaches [28]. CFS is usually implemented in conjunction with Best First Search (BFS) [29]. Here, correlation coefficient probability ($p$-value) will be used to select a significant feature set from the hold set of features. The selected set of features is highly correlated with the class but uncorrelated to each other.
2.4.3. **MI**

Mutual information is one of the commonly used statistical methods [22]. It is a measure of how informative a random variable is about another variable. This method is very useful in feature selection because it can help quantify the correlation between a feature and the output value [30]. A higher MI score indicates a stronger relationship between the feature and the output value, suggesting that the feature is more informative and potentially more relevant for prediction or analysis purposes.

2.4.4. **NCA**

NCA is a non-parametric and embedded feature selection method that belongs to supervised learning [31]. It is a weighted feature selection technique to select the best subset of the total features by maximizing the objective function, which is the prediction accuracy of classification [32]. It is an advantage of NCA to provide information regarding significant features as well as to rank those features [33].

2.4.5. **FSCMRRR**

The principle of this method is to find the set of features in the original feature set that has the Max-Relevance to the final output but has Min-Redundancy to each other.

2.4.6. **RFE**

Recursive Feature Elimination (RFE) is used to select features by recursively considering smaller and smaller sets of features. First, for the initial feature set, calculate the importance of each feature. Then the least important feature will be removed from the current feature set. Repeat the process recursively on the pruned feature set until the desired number of features is finally reached.

2.4.7. **Variance thresholding**

The variance thresholding algorithm is a very simple way for feature selection. This approach reduces the complexity of the model by eliminating features with very low variance, i.e., features that do not have much useful information. Usually, we need to normalize the features to make sure that all the variances are in the same range. One shortage of this method is that it does not consider the correlation between features and outputs.

2.4.8. **Relativity analysis**

As a method for analyzing the relationship between features, Pearson correlation analysis will be employed [13]. The Pearson correlation is one of the most common approaches to measuring the statistical relationship or the linear correlation between two variables [34]. Therefore, the Pearson correlation can be used to evaluate the correlation between two features. The formula of the Pearson correlation coefficient is calculated in Eq. (6).

\[
\rho_{X,Y} = \frac{E[(X - \mu_X)(Y - \mu_Y)]}{\sigma_X \sigma_Y}
\]

where \( E[(X - \mu_X)(Y - \mu_Y)] \) is the covariance of \( X, Y \), \( \sigma_X \) and \( \sigma_Y \) are the standard deviation of \( X, Y \), respectively. The absolute value of \( \rho_{X,Y} \) is 1 indicates a perfect linear relationship. A coefficient close to 0 indicates that the variables are not linearly related. In our work, the relativity analysis was performed on the total 19 features extracted, and high correlation features will be removed based on the Pearson correlation coefficient.

2.4.9. **Feature voting system**

A voting system is established to overcome the limitations of the feature selection algorithms which can be seen in Fig. 4. First, for each specific approach, the importance of each feature was given, which is called the weight of features. Then, features are voted and the important features are determined from each specific algorithm. In this study, the top 5 important features of each method were assigned one vote. The final voting score was generated by summing up the vote through 7 feature selection methods. Besides, features with high correlation will be removed based on the Pearson correlation coefficient, the threshold is \( \pm0.8 \) here. Finally, the top 5 important features were selected as the optimal feature set and used as the input to the BP estimation model. The procedure of the feature voting system is described in Algorithm 1.

2.5. **State space reconstruction**

For one-dimensional time series data, especially biomedical signals like ECG and PPG. They are sometimes chaotic, which leads to high-dimensional information being hidden. Due to the random and intermittent characteristics of chaotic time series data, the analysis and prediction may be difficult [18]. According to Taken’s theorem [35], the high-dimensional hidden information of one-dimensional time series can be exposed by the time delay \( \tau \) and embedding dimension \( d \), which are two key parameters in state space reconstruction. Thus the SSR technique was used on feature data to reveal more information. Results were compared with the original feature data to check the improvement of using SSR.
Algorithm 1: Feature voting system

```plaintext
input : \( D = \{ F_i, BP_i \}_{i=1}^m \), \( (F_i \in \mathbb{F}, BP_i \in \mathbb{BP}) \), \( BP_c \) = classified reference BP, \( \theta \) = No. of selecting features, \( T \) = No. of features, \( K \) = No. of feature selection algorithms

output: Optimal feature set \( F_{opt} \)

/* Initialization */
1 Set \( \theta \leftarrow 5, F_{opt} \leftarrow \emptyset, ListF \leftarrow \emptyset, List_v \leftarrow \emptyset; 
/* Calculate the feature weight using each feature selection algorithm */
2 \( f_{sm} \leftarrow \{\text{ReliefF, CFS, MI, NCA, FSCMRMR, RFE, VT}\}; 
3 \text{for} \ k \leftarrow 1 \text{ to } K \text{ do} 
4 \quad \text{Calculate } W_{fs}^{sm_k} \leftarrow f_{sm_k}; 
5 \quad \text{Sort } W_{fs}^{sm_k}; 
6 \quad \text{List}_{fs}^{sm_k} \leftarrow \text{first } \theta \text{ features}; 
7 \text{end} 
/* Calculate voting score for each feature */
8 \text{for} \ t \leftarrow 1 \text{ to } T \text{ do} 
9 \quad \text{Calculate } V_{score_t} \leftarrow \arg\max_{f \in F} \sum_{k=1}^{K} \text{List}_{f}^{sm_k}; 
10 \text{end} 
11 \text{Sort the } List_v \text{ according to } V_{score}; 
/* Remove features with high correlation */
12 \text{for } F_i \text{ in } List_v \text{ do} 
13 \quad \text{Calculate } \rho_{F_i,F_j} \text{ based on Equation (8)}; 
14 \quad \text{if } \rho_{F_i,F_j} < -0.8 \text{ or } \rho_{F_i,F_j} > 0.8 \text{ then} 
15 \quad \quad \text{Remove } F_i \text{ with lower } V_{score_t}, \text{List}_v \leftarrow \text{List}_v \text{ remove}(F_i) 
16 \quad \text{end} 
17 \text{end} 
18 F_{opt} \leftarrow \text{first } \theta \text{ features in } List_v; 
19 \text{return } F_{opt}
```

Suppose \( X = [X_1, X_2, \ldots, X_k] \) is the optimal feature set containing \( k \) features and \( X_i = [x_1, x_2, \ldots, x_n] \) is the time series data of \( i \)th feature. In order to employ the SSR technique, the time delay \( \tau \) and embedding dimension \( d \) must be determined. As a result,
the trajectory matrix is created as shown below.

\[
Z = \begin{bmatrix}
  x_1 & x_1+\tau & \cdots & x_1+(d-1)\tau \\
  x_2 & x_2+\tau & \cdots & x_2+(d-1)\tau \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{n-(d-1)\tau} & x_{n-(d-1)\tau}+\tau & \cdots & x_{n} \\
\end{bmatrix}
\]  

(7)

where \( n \) is the length of the input feature data. Rows of \( Z = [Z_1, \ldots, Z_{n-(d-1)\tau}] \) were used to display the trajectory’s points in the order in the state space. From the trajectory matrix, it is obvious to find that the key of the SSR technique is to determine the suitable time delay \( \tau \) and embedding dimension \( d \). According to previous studies, the MI method [36] and the FNN algorithm [37] are employed to find the suitable time delay and embedding dimension, respectively. The SSR technique can only be used when the data is available for reconstruction only when \( \lambda_{\text{max}} \) is larger than 0 [18].

2.5.1. Mutual information algorithm

MI is a statistical measurement that shows the relationship between two variables, it quantifies the amount of information transmitted in one random variable about another [38]. This method had been used in Section 2.2.3 for feature selection. The following provides the details of the algorithm. Let \( H(X) \) be the average amount of information conveyed by \( X \), which is called the information entropy. The following equation shows the function of \( H(X) \).

\[
H(X) = -\sum_{i=1}^{n} P(x_i) \log P(x_i)
\]

(8)

where \( X \) is a condition set, \( n \) is the length of \( X \), and \( P(x_i) \) is the probability of condition \( x_i \). The uncertainty of \( X \) given a measurement of \( Y \) is defined as \( H(X \mid Y) \), which is the conditional information entropy. Eq. (10) shows the function of \( H(X \mid Y) \).

\[
H(X \mid Y) = -\sum_{i=1}^{n} \sum_{j=1}^{m} P(y_j) P(x_i \mid y_j) \log P(x_i \mid y_j)
\]

(9)

The mutual information of \( X, Y \) (\( I(X, Y) \)) is the amount that a measurement of \( Y \) reduces the uncertainty of \( X \), which is shown as follows:

\[
I(X, Y) = H(X) - H(X \mid Y) = H(X) + H(Y) - H(X, Y)
\]

(10)

where \( H(X, Y) \) is the joint information of \( X \) and \( Y \) and the function is shown as follows:

\[
H(X, Y) = -\sum_{i=1}^{n} \sum_{j=1}^{m} P(x_i, y_j) \log P(x_i, y_j)
\]

(11)

2.5.2. False nearest neighbors algorithm

The embedding dimension is another important factor in SSR, it represents how much hidden information can be exhibited in the one-dimensional space. If the choice of embedding dimension is not proper, it is not possible to effectively extract the patterns in the time series [18]. In this paper, the FNN algorithm is used to determine the embedding dimension for the selected feature data, which was proposed by Kennel [37]. The FNN points are defined as two adjacent points that are a large distance apart in high-dimensional space. The idea of the FNN algorithm is that in the progress of transforming from dimension \( d \) to dimension \( d+1 \), points on the orbit \( x_n \) can be differentiated by which of them are “true” neighbors and which of them are ‘false’ neighbors. In a too small embedding dimension, the attractor is hard to fold, some points appear as neighbors but actually are far from each other in a high dimension. For a \( d \) embedding dimension, let \( Z_{n+r}^{(i)} \) be the \( r \)th nearest neighbor of \( Z_n \). Then the Euclidean distance between the point and is neighbor \( Z_{n+r}^{(i)} \) can be expressed as follows:

\[
R_d(n, r) = \left\| \sum_{k=0}^{d-1} x_{n+kr} - x_{n+kr}^{(i)} \right\|
\]

(12)

When \( d \) is increased by 1, the updated distance can be given as:

\[
R_{d+1}^2(n, r) = R_d^2(n, r) + \left[ x_{n+d} - x_{n+d}^{(i)} \right]^2
\]

(13)

two points are regarded as false nearest neighbor points when \( R_d(n, r) \) is much less than \( R_{d+1}(n, r) \). The criterion is defined as follows:

\[
R_{\text{diff}}(n, r) = \frac{\left\| x_{n+d} - x_{n+d}^{(i)} \right\|}{R_d(n, r)} > \theta
\]

(14)

where \( \theta \) is threshold in the range of \([10, 50\) [39]. When \( R_{\text{diff}}(n, r) \) is larger than \( \theta \), the two points are considered as false nearest neighbors.
2.5.3. Maximum Lyapunov exponent

The Maximum Lyapunov exponent ($\lambda_{\text{max}}$) is applied in this study to identify the chaotic feature in the selected feature set. Grebogi et al. [40] found that the data can be considered as chaotic data when $\lambda_{\text{max}}$ is larger than zero. The exponential divergence between two neighboring trajectories in phase space is measured based on the maximum Lyapunov exponent [41] and the algorithm used in this paper was proposed by Rosenstein [42].

2.6. Deep recurrent neural network

After applying the SSR technique on the selected features, a deep RNN model is built for BP estimation for both feature sets. The overview of the proposed deep RNN model is shown in Fig. 5. The deep RNN model consists of a Bi-LSTM layer at the bottom, 5 LSTM layers with residual connections, followed by a Bi-LSTM and an LSTM at the top two layers.

2.6.1. The structure of LSTM layer

LSTM is the improved model of RNN which solves the problem of gradient vanishing by adding a memory cell state. The LSTM layer consists of three types of “gates” named forget gate, input gate, and output gate. Based on the cell state, the input gate determines what information can be stored in the cell state, the output gate determines what information can be output from the
cell state, and the forget gate decides what information will be removed from the cell state [43]. The mathematical expressions of the LSTM cell are shown as follows:

\[
\begin{align*}
    f_t &= \sigma (W_f \cdot [h_{t-1}, x_t] + b_f) \\
    i_t &= \sigma (W_i \cdot [h_{t-1}, x_t] + b_i) \\
    \tilde{C}_t &= \tanh (W_C \cdot [h_{t-1}, x_t] + b_C) \\
    C_t &= f_t \cdot C_{t-1} + i_t \cdot \tilde{C}_t \\
    o_t &= \sigma (W_o \cdot [h_{t-1}, x_t] + b_o) \\
    h_t &= o_t \cdot \tanh (C_t)
\end{align*}
\]

where \(f_t, i_t, o_t, C_t, h_t\) represent the forget gate, the input gate, the cell state of LSTM, the output gate, and the output of the cell, respectively. The subscript \(t\) and \(t-1\) represent the time stamp. \(W\) and \(b\) are weights and bias respectively. The '-' denotes the vectors' pointwise multiplication. \(\sigma(\cdot)\) and \(\tanh(\cdot)\) are activation functions that help map the vectors in the range of (0, 1) and (-1, 1). For the forget gate, \(f_t = 1\) means all information in the previous time will be kept while the forget gate removes all information when \(f_t = 0\) [17].

2.6.2. The structure of bi-LSTM layer

Conventional LSTM can only use past and present information \(x_t, x_{t-1}, x_t\). In order to overcome this shortcoming, the bidirectional RNN (BRNN) layer was added to the model, which was proposed by Schuster and Paliwal [44]. For BRNN, \(h_t\) not only captures the past information but also captures the information from the future by processing the data in both forward and backward directions with two separate hidden layers. As shown in the bottom of Fig. 5, each BI-LSTM contains a forward layer and a backward layer. The forward layer is the same as in the conventional LSTM, while for the backward layer, the hidden state and output are iterated from \(T\) to 1. The following shows the mathematical expressions of the LSTM cell.

\[
\begin{align*}
    h_{f_t} &= H(W_{h_f} \cdot [h_{t-1}, x_t] + b_f) \\
    h_{b_t} &= H(W_{h_b} \cdot [h_{t-1}, x_t] + b_b) \\
    h_t &= W_{h_f} h_{f_t} + W_{h_b} h_{b_t} + b_h
\end{align*}
\]

3. Experiments and results

The experiment results are presented in the following parts. First, the results of feature selection algorithms are presented, as well as the SSR results for each specific feature in the selected feature set. Second, the ablation study is conducted to show the importance of different parts in the proposed model. Then, the results of RF and the proposed deep regression model are calculated as well as the SSR results for each specific feature in the selected feature set. Second, the ablation study is conducted to show the importance of different parts in the proposed model. Then, the results of RF and the proposed deep regression model are calculated and compared. Finally, the robustness analysis and the model comparison with BHS standard and other works are presented.

3.1. Feature selection

The optimal feature set for BP estimation is selected based on the proposed feature voting system introduced in Section 2.4. The Pearson correlation coefficient was calculated on the extracted 19 features. Setting \(p_{XY} < -0.8\) or \(p_{XY} > 0.8\) as a strong correlation, the features with high correlation among 19 features are shown in Table 5. Table 5 shows that \(PTT_{pp}\) and \(PTT_{pf}\) are highly correlated, \(\tau_{FP}, \tau_{Pa}\) and \(HR\) are highly correlated, \(A_{SF}, A_{NS},\) and \(A_{FS}\) are highly correlated. Based on considerations of computational complexity and accuracy, we have selected a set of five features for our experiment after experimenting with different numbers of features. Based on the algorithm shown in Section 2.4, for each algorithm, we sorted the feature score and selected the top 5 features. Results are listed in Table 6. Once a feature is selected, it is considered to receive one vote. The first five features are selected by counting the total number of votes for the selected feature. After applying the feature voting system, a total of 5 features are selected, which are \(PTT_{pp}, S_{NF}, A_{NS}, R_{IS},\) and \(HR\). The principle of exclusive high correlation features is to remove the feature with a lower vote, which may help improve the robustness of the whole system.

After selecting the feasible features, the SSR technique is applied to the chosen features to obtain more information. Before using SSR, it is necessary to determine whether the data is chaotic. Regarding the methods mentioned in Section 2.5, the three essential parameters \(\lambda_{\max}, r,\) and \(d\) for each feature were calculated. Table 7 shows the results of SSR operation on feature data. The maximum Lyapunov exponent of \(PTT_{pp}\) is less than zero, while \(\lambda_{\max}\) for the other four features exceed zero, indicating that features \(S_{NF}, A_{NS}, R_{IS},\) and \(HR\) are chaotic. Therefore, the SSR process can be used in those chaotic features.

After applying the proposed feature selection methods and the SSR technique, the original feature set and the reconstructed feature set are shown in Table 8.
Table 5
Features with high correlation and corresponding Pearson correlation coefficients.

<table>
<thead>
<tr>
<th>Feature</th>
<th>PTT_(i,j)</th>
<th>PTT_(i,j)</th>
<th>(t_{f})</th>
<th>(H/R)</th>
<th>(A_{\Delta f})</th>
<th>(A_{\Delta v})</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTT_(i,j)</td>
<td>0.99</td>
<td>1</td>
<td>0.94</td>
<td>-0.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(t_{f})</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(A_{\Delta f})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.89</td>
<td>1</td>
</tr>
<tr>
<td>(A_{\Delta v})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.86</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Table 6
Selected features based on different algorithms.

<table>
<thead>
<tr>
<th>Feature selection algorithm</th>
<th>Top 5 selected features</th>
</tr>
</thead>
<tbody>
<tr>
<td>ReliefF</td>
<td>(R_{X_{i}}, PTT_{i,j}, PTT_{i,j}^{T}, A_{\Delta v}, A_{\Delta f})</td>
</tr>
<tr>
<td>CFS</td>
<td>(R_{X_{i}}, A_{\Delta f}, S_{f}, PTT_{i,j})</td>
</tr>
<tr>
<td>MI</td>
<td>(A_{\Delta v}, R_{X_{i}}, S_{f}, PTT_{i,j}, PTT_{i,j}^{T})</td>
</tr>
<tr>
<td>NCA</td>
<td>(H/R, S_{f}, (t_{f}), PTT_{i,j})</td>
</tr>
<tr>
<td>FSCMRMR</td>
<td>(S_{f}/t_{f}, PTT_{i,j}, HR, R_{X_{i}})</td>
</tr>
<tr>
<td>RFE</td>
<td>(R_{X_{i}}, S_{f}, PTT_{i,j}, HR, R_{X_{i}})</td>
</tr>
<tr>
<td>Variance Thresholding</td>
<td>(PTT_{i,j}, PTT_{i,j}^{T}, S_{f}, A_{\Delta f}, A_{\Delta v})</td>
</tr>
</tbody>
</table>

Table 7
Results for the maximum Lyapunov exponents, the time delay, and embedding dimension of selected features.

<table>
<thead>
<tr>
<th>Features</th>
<th>(\lambda_{\text{max}})</th>
<th>(\tau)</th>
<th>(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTT_(i,j)</td>
<td>-0.6064</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(S_{f})</td>
<td>0.1423</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>(A_{\Delta v})</td>
<td>0.0341</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>(R_{X_{i}})</td>
<td>0.3214</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(HR)</td>
<td>0.4403</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 8
Selected features with and without SSR.

<table>
<thead>
<tr>
<th>Feature set</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original ((F_{1}))</td>
<td>(PTT_{i,j}, S_{f}, A_{\Delta v}, R_{X_{i}}, HR)</td>
</tr>
<tr>
<td>With SSR ((F_{2}))</td>
<td>(PTT_{i,j}, S_{f}, S_{f}(t_{f}=60), S_{f}(t_{f}=30), A_{\Delta v}, A_{\Delta v}(t_{f}=60), R_{X_{i}}, R_{X_{i}}(t_{f}=60), A_{\Delta v}(t_{f}=60), A_{\Delta v}(t_{f}=30), A_{\Delta v}(t_{f}=60), A_{\Delta v}(t_{f}=30), R_{X_{i}}, R_{X_{i}}(t_{f}=60), HR, HR(t_{f}=60), HR(t_{f}=30), HR(t_{f}=60))</td>
</tr>
</tbody>
</table>

3.2. Model performance

3.2.1. Evaluation criteria

In our work, two common evaluation metrics were used to evaluate the performance of the proposed method for BP estimation. One is performance metrics and the other one is relative diagrams.

Performance metrics are an important part of model analysis, which can tell us how well the model performed. For the BP estimation study, the outputs of the model are continuous, so regression metrics that calculate the sort of distance between predicted and ground truth are needed. Here 3 metrics are used to evaluate the model performance: the mean absolute error (MAE), the root mean square error (RMSE), and the correlation coefficient of the prediction \((R)\). The formulas are shown as follows:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} \left| BP_i - \overline{BP_i} \right| \tag{24}
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (BP_i - \overline{BP_i})^2} \tag{25}
\]

\[
R = \frac{\sum_{i=1}^{n} (BP_i - \overline{BP})(\overline{BP} - \overline{BP_i})}{\sqrt{\sum_{i=1}^{n} (BP_i - \overline{BP})^2 \sum_{i=1}^{n} (BP_i - \overline{BP})^2}} \tag{26}
\]

where \(
\overline{BP} = \frac{1}{n} \sum_{i=1}^{n} BP_i, \overline{BP_i} = \frac{1}{n} \sum_{i=1}^{n} \overline{BP_i}
\)

is the reference BP value, and \(
\overline{BP_i}
\)

is the predicted BP value. Smaller MAE and RMSE imply a higher accuracy of the model. A \(R^2\) near 1 indicates that the model can predict the relationship well while \(R^2\) equals zero explains 0% of the relationship between the reference value and predicted value.

Diagrams plotted in the results make it easier to observe the performance. Three different types of plots are analyzed in our study. First, the comparison plot is generated to show the prediction ability of the model. Then, the Bland–Altman graphs and correlation plots are produced to show the agreement between the ground truth BP and the predicted BP respectively.
Four proposed deep regression model to evaluate the model performance by using both the original selected feature set (3.2.3. Experimental results). It was found that the SSR technique improves the model’s prediction ability. Similarly, when comparing the results using the SSR features and the voting system enhances the predictive capability of the model. Ablation studies are commonly used to explain the importance of features in modeling by systematically removing or modifying them to observe their impact on model performance [45]. To investigate the effectiveness of our proposed model, we conducted an ablation study on different input feature sets, results of SBP, DBP, and mean arterial pressure (MAP) are shown in Table 9. By comparing the model’s performance using all features versus selected features, it was observed that the feature voting system enhances the predictive capability of the model. Similarly, when comparing the results using the SSR features and selected features, it was found that the SSR technique improves the model’s prediction ability.

### 3.2.2. Ablation study

Ablation studies are commonly used to explain the importance of features in modeling by systematically removing or modifying them to observe their impact on model performance [45]. To investigate the effectiveness of our proposed model, we conducted an ablation study on different input feature sets to demonstrate that (a) the feature voting system part in our proposed model improves the performance in BP estimation results, and (b) the SSR technique can improve the accuracy of the model prediction. The ablation study was conducted by using different input feature sets, results of SBP, DBP, and mean arterial pressure (MAP) are shown in Table 9. By comparing the model’s performance using all features versus selected features, it was observed that the feature voting system enhances the predictive capability of the model. Similarly, when comparing the results using the SSR features and selected features, it was found that the SSR technique improves the model’s prediction ability.

### 3.2.3. Experimental results

First, we tested the model performance by using the MIMIC-II dataset from the UCI database. Here we used random forest and our proposed deep regression model to evaluate the model performance by using both the original selected feature set ($F'_1$) and the feature set with SSR ($F'_2$). The results of the RF and the proposed deep RNN model trained with $F'_1$ and $F'_2$ are calculated indicated by the mean (Mean) and the standard deviation (Std) in Table 10. For the proposed deep regression model, the number of Bi-LSTM layer is 2 and the LSTM layer is 6. The hidden size of each cell is 128. For the training and test beat-to-beat feature sequence, we set each sequence length to 16 and the batch size to 32. The optimizer is set as Adam, with an initial learning rate of 0.001 and the learning rate is decreased to 0.0001, using 100 epochs for training. The source code of the proposed deep RNN model, as well as the random forest model, the feature extraction and selection part are released at [https://github.com/LeoLyu111/An-Improved-DRM-with-SSR-for-Continuous-BP-Estimation](https://github.com/LeoLyu111/An-Improved-DRM-with-SSR-for-Continuous-BP-Estimation).

It is easy to observe that our proposed model is much better than the random forest. For both of those two models, RMSE and MAE calculated based on $F'_2$ are slightly lower than those got based on $F'_1$. For RF model, from $F'_1$ to $F'_2$, the RMSE is decreased by 0.116 and 0.071 for SBP and DBP, the MAE is decreased by 0.167 and 0.111 for SBP and DBP, respectively. For the deep regression model, the RMSE is reduced by 0.148 and 0.09 for SBP and DBP from $F'_1$ to $F'_2$, the MAE for SBP decreased by 0.174 from $F'_1$ to $F'_2$ while the MAE for DBP got a small value based on $F'_1$. The results indicate that the state space reconstruction technique has a great impact on improving the performance of BP prediction. The comparison plot of the ground truth BP and prediction BP of a representative subject from the MIMIC-II dataset by using SSR are plotted in Fig. 6. In general, both SBP and DBP are performed in close agreement.

To select the suitable batch size for the proposed deep RNN model, we calculated the RMSE and MAE of SBP and DBP by randomly selecting 10 subjects from the dataset evaluate models with batch size of 32 and 64, by applying the Wilcoxon test [46]. For RMSE, the $p$-value is 0.105 and 0.064 for SBP and DBP. For MAE, the $p$-value is 0.002 and 0.006 for SBP and DBP. Results show that modifying the value of batch size does not significantly influence the model performance on RMSE, while it has a significant difference on MAE. Based on the results, we selected the batch size of 32.

Table 9

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Feature set</th>
<th>RMSE (Mean ± Std)</th>
<th>MAE (Mean ± Std)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SBP (Mean ± Std)</td>
<td>DBP (Mean ± Std)</td>
</tr>
<tr>
<td>RNN</td>
<td>Selected Features ($F'_1$)</td>
<td>$3.761 ± 2.00$</td>
<td>$1.987 ± 1.18$</td>
</tr>
<tr>
<td>RNN</td>
<td>Total Features</td>
<td>$4.078 ± 2.08$</td>
<td>$2.077 ± 1.06$</td>
</tr>
<tr>
<td>RNN</td>
<td>SSR. Features ($F'_2$)</td>
<td>$3.613 ± 1.49$</td>
<td>$1.078 ± 0.96$</td>
</tr>
</tbody>
</table>

Table 10

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Feature set</th>
<th>RMSE (Mean ± Std)</th>
<th>MAE (Mean ± Std)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SBP (Mean ± Std)</td>
<td>DBP (Mean ± Std)</td>
</tr>
<tr>
<td>RF</td>
<td>$F'_1$</td>
<td>$10.419 ± 5.12$</td>
<td>$5.722 ± 3.2$</td>
</tr>
<tr>
<td>RF</td>
<td>$F'_2$</td>
<td>$10.303 ± 5.04$</td>
<td>$5.651 ± 3.16$</td>
</tr>
<tr>
<td>RNN</td>
<td>$F'_1$</td>
<td>$3.761 ± 2.00$</td>
<td>$1.987 ± 1.18$</td>
</tr>
<tr>
<td>RNN</td>
<td>$F'_2$</td>
<td>$3.613 ± 1.49$</td>
<td>$1.078 ± 0.96$</td>
</tr>
</tbody>
</table>

Besides, the Bland–Altman graphs (BA graph) of the estimation results of our proposed model with SSR are shown in Fig. 7. The BA graph is widely used in biomedical research to compare the agreement between two measurements [47]. BA graph uses the mean difference between BP and the average of BP to show the agreement between the prediction BP and reference BP [14]. The $x$-axis of the BA graph represents the average value of the reference BP and estimated BP and the difference between the reference BP and estimated BP is shown in the $y$-axis of the BA graph. The bias (Mean) and the limits of agreement ($Mean ± 1.96 × Std$) of our work are shown as dashed lines in Fig. 7. The mean difference of DBP and SBP are $−0.363$ and $−0.221$, respectively. It is shown that for both DBP and SBP, most of the points are within the limits of agreement, indicating that the estimated BP and the reference BP are in close agreement. In addition, Fig. 8 presents the correlation-based comparison of the reference BP and the predicted BP. The ground truth is shown in the $x$-axis and the predicted BP is shown in the $y$-axis. The red dashed line represents the relationship that the ground truth and the predicted BP are equal while the green line represents the linear regression line between the ground truth BP and the predicted BP. The correlation coefficient for DBP and SBP on test data is 0.706 and 0.718 respectively. Fig. 8 shows the
Fig. 6. Comparison of the ground truth BP and predicted BP of a representative subject from MIMIC-II with SSR.

Fig. 7. Bland–Altman plots of the DBP (left) and SBP (right) predictions by the proposed deep RNN model with $F_2$.

Fig. 8. Bland–Altman plots of the DBP (left) and SBP (right) predictions by the proposed deep regression model with $F_2$. 
Table 11
Performance comparison on two feature sets using RF and proposed deep regression model based on Multi-day BP dataset.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Feature set</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SBP (Mean ± Std)</td>
<td>DBP (Mean ± Std)</td>
</tr>
<tr>
<td>RNN</td>
<td>F₁</td>
<td>5.819 ± 1.35</td>
<td>3.585 ± 0.79</td>
</tr>
<tr>
<td>RNN</td>
<td>F₂</td>
<td>5.387 ± 0.83</td>
<td>3.338 ± 0.60</td>
</tr>
</tbody>
</table>

Fig. 9. Comparison of the ground truth BP and predicted BP of a representative subject from the multi-day BP with SSR.

matching degree between the model outputs and the reference BP. A correlation coefficient close to 1 indicates that the predicted value and the reference value are in close agreement.

To offer a more robust understanding of the proposed methodology’s performance, we evaluated the proposed method on the multi-day BP dataset. Here we used the 1st day, 2nd day, and the 4th day’s data for training and tested the BP value for the data collected 6 months after the first day. The efficacy of the proposed method is evaluated using two different feature sets, $F₁$ and $F₂$. Results are shown in Table 11 and the comparison plot of the ground truth BP and prediction BP of a representative subject in the multi-day BP dataset by using SSR are plotted in Fig. 9. On the multi-day BP dataset, the proposed model achieved RMSE of 5.387, 3.338, and 3.611 mmHg for SBP and achieved MAE of 4.115, 2.553, and 2.927 mmHg for DBP. The results indicate that the proposed method, which incorporates the SSR technique leads to a noticeable improvement in model performance. Overall, the results from the MIMIC-II dataset and the Multi-day BP dataset strongly support the efficacy of the proposed method in leveraging the SSR technique for improved predictive capabilities.

4. Discussion

4.1. Model comparison

4.1.1. Comparison with BHS standard

The British Hypertension Society (BHS) is used here to evaluate the BP estimation performance of the proposed model with SSR and the results are presented in Table 12. Based on the percentage of cumulative errors MAE less than the 3 threshold values, i.e., 5, 10, and 15 mmHg respectively, BHS grades the BP estimation into Grade A, B, and C [48]. Based on the BHS standard, the proposed deep regression model with SSR technique achieved Grade A for DBP, SBP, and MAP estimations.

4.1.2. Comparison with other methods

In order to better illustrate the performance of our proposed method in BP estimation, the comparative analysis of the results of our proposed method with the contemporary works is presented in Table 13. Most of the works compared in the table are based on the UCI dataset. Our proposed method gave an average RMSE of 1.978, 2.346, and 3.613 for DBP, MAP, and SBP, and gave an average MAE of 1.543, 1.795, and 2.765 for DBP, MAP, and SBP, respectively. El-Hajj et al. [49] proposed a BI-GRU and attention mechanism to estimate BP based on 22 features and the MAE is 2.58 and 1.26 for SBP and DBP respectively. This study mentioned that the manual checks were performed to ensure that only good-quality segments are included for analysis. In this way, the work only included the segments with good quality and the error due to feature extraction can be reduced. Thus, it may cause an overly optimistic performance for BP estimation. The studies of [4,50–53] were extracted features based on CNN, which is different from manually extracted features. Our proposed model yields slightly inferior MAE results compared to the two-scale LRCN model introduced by Yan et al. [51]. However, it is important to note that the standard errors for SBP and DBP in the two-scale LRCN
Table 12
Comparison with the BHS standard.

<table>
<thead>
<tr>
<th></th>
<th>Cumulative error percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 mmHg</td>
</tr>
<tr>
<td><strong>Our results</strong> (MIMIC-II)</td>
<td></td>
</tr>
<tr>
<td>SBP</td>
<td>85.1%</td>
</tr>
<tr>
<td>MAP</td>
<td>95.7%</td>
</tr>
<tr>
<td>DBP</td>
<td>96.9%</td>
</tr>
<tr>
<td><strong>Our results</strong> (Multi-day BP)</td>
<td></td>
</tr>
<tr>
<td>SBP</td>
<td>75.6%</td>
</tr>
<tr>
<td>MAP</td>
<td>83.7%</td>
</tr>
<tr>
<td>DBP</td>
<td>89.9%</td>
</tr>
<tr>
<td><strong>BHS</strong></td>
<td></td>
</tr>
<tr>
<td>Grade A</td>
<td>60%</td>
</tr>
<tr>
<td>Grade B</td>
<td>50%</td>
</tr>
<tr>
<td>Grade C</td>
<td>40%</td>
</tr>
</tbody>
</table>

Table 13
Performance comparison with related works for BP estimation.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Method</th>
<th>Dataset</th>
<th>RMSE SBP</th>
<th>RMSE DBP</th>
<th>RMSE MAP</th>
<th>MAE SBP</th>
<th>MAE DBP</th>
<th>MAE MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>El-Hajj et al. [49]</td>
<td>Bi-GRU+GRU+attention</td>
<td>MIMIC II</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>2.58</td>
<td>1.26</td>
<td>–</td>
</tr>
<tr>
<td>Thambiraj et al. [14]</td>
<td>RF</td>
<td>MIMIC II</td>
<td>13.83</td>
<td>6.80</td>
<td>4.03</td>
<td>9.54</td>
<td>5.48</td>
<td>3.27</td>
</tr>
<tr>
<td>Ganti et al. [54]</td>
<td>PTT based</td>
<td>personal</td>
<td>4.75</td>
<td>2.72</td>
<td>2.99</td>
<td>4.03</td>
<td>2.24</td>
<td>2.5</td>
</tr>
<tr>
<td>Yan et al. [6]</td>
<td>SVM</td>
<td>personal</td>
<td>5.00</td>
<td>3.69</td>
<td>4.14</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Zhang et al. [13]</td>
<td>MPUA-BPN</td>
<td>MIMIC II</td>
<td>8.23</td>
<td>8.92</td>
<td>–</td>
<td>6.51</td>
<td>6.11</td>
<td>–</td>
</tr>
<tr>
<td>Baker et al. [50]</td>
<td>CNN+LSTM</td>
<td>MIMIC III</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>4.53</td>
<td>3.37</td>
<td>3.36</td>
</tr>
<tr>
<td>Yen et al. [51]</td>
<td>two-scale LRCN</td>
<td>MIMIC II</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>2.24</td>
<td>1.40</td>
<td>–</td>
</tr>
<tr>
<td>Huang et al. [52]</td>
<td>MLPLSTM-BP</td>
<td>MIMIC II</td>
<td>5.10</td>
<td>3.13</td>
<td>–</td>
<td>3.52</td>
<td>2.13</td>
<td>–</td>
</tr>
<tr>
<td>Sharifi et al. [10]</td>
<td>MARS+SSR</td>
<td>MIMIC II</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>7.83</td>
<td>4.86</td>
<td>3.63</td>
</tr>
<tr>
<td>Malayeri et al. [53]</td>
<td>Concat.CNN</td>
<td>MIMIC II</td>
<td>5.26</td>
<td>2.61</td>
<td>–</td>
<td>3.05</td>
<td>1.58</td>
<td>–</td>
</tr>
<tr>
<td>Cheng et al. [4]</td>
<td>ABP-net</td>
<td>MIMIC II</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>3.27</td>
<td>1.90</td>
<td>1.49</td>
</tr>
<tr>
<td>Chowdhury et al. [55]</td>
<td>GPR</td>
<td>PPG-BP Dataset [56]</td>
<td>6.74</td>
<td>3.59</td>
<td>–</td>
<td>3.02</td>
<td>1.74</td>
<td>–</td>
</tr>
<tr>
<td><strong>Our proposed method</strong></td>
<td>RNN+SSR</td>
<td>MIMIC II</td>
<td>3.61</td>
<td>1.98</td>
<td>2.35</td>
<td>2.77</td>
<td>1.54</td>
<td>1.80</td>
</tr>
</tbody>
</table>

model are relatively higher at 3.59 and 2.56, respectively. In contrast, our proposed model demonstrates greater stability, surpassing the performance of the model presented in [51]. Zhang et al. [13] represented a fewer parameters BP estimation model based on RA-ReliefF feature selection and MPG-BPN model. The idea of feature selection in this study is impressive while the performance of the model is poor. Overall, the performance of our model is comparable and better than most of the recent existing methods. Therefore, it is possible that our proposed method can be used in real-time BP monitoring applications.

4.2. Robustness analysis

The robustness of a model is measured by how much its performance changes when using new data versus training data. PPG is collected by utilizing an infrared light to measure the volumetric variations of blood circulation, it can be easily affected by sensing, biological, and cardiovascular factors [57]. Involuntary or voluntary movements can cause changes in inner tissues, such as muscle movement and dilation [7]. The receiving light will be modified due to these movements, which limits the accuracy of the PPG data. Similarly, ECG signals are susceptible to influence and thus there may exist noise when collected. ECG noise can stem from various sources, including poor electrode contact, motion artifacts, electromyography (EMG) interference, and baseline wander [58]. One way to test the robustness of the model is adding random noise on the original data [59]. Thus in this section, we test the robustness of our model by adding a 3 dB noise to the original PPG signals, as well as the original ECG signals. Then extract and select the same feature set using the new ECG and new PPG signals. Table 14 shows the results for both random forest and our proposed model with the feature set $F_1$ and $F_2$. Based on the results shown in Table 14, adding a 3 dB random noise on PPG or ECG or adding a 3 dB noise on both of them makes the prediction performance worse for both the random forest and our proposed deep regression model. For random forest on both $F_1$ and $F_2$, the increase of RMSE and MAE for SBP is around 4 mmHg and 5 mmHg respectively for adding 3 dB noise on PPG, and the increase of RMSE and MAE for DBP is about 2 mmHg. For our proposed model, regardless of whether we add noise to the PPG or ECG signal, or both the PPG and ECG signals, the increase of RMSE and MAE are less than 0.5 mmHg for SBP, DBP, and MAP. Results show that our proposed model is robust even if there is random noise in the input signals. Besides, the obtained results indicate that the RMSE and MAE values for PPG signals with noise were consistently higher compared to those of the ECG signals. This suggests that the PPG signal is more susceptible to the introduced noise, leading to a larger deviation between the noisy and original signals. These findings emphasize the importance of considering the robustness of PPG-based systems when dealing with noise interference, as it can significantly impact the accuracy and reliability of the measurements.
5. Limitations

The proposed work in the paper has several limitations that should be considered. Firstly, the evaluation of the proposed method is limited to a benchmark dataset with 660 subjects. To enhance the reliability and applicability of the approach, future research could focus on validating the method on larger and more diverse datasets to assess its performance in different scenarios. Since external validation is crucial for assessing the generalizability and reliability of the proposed model beyond the specific dataset used in the study. Secondly, here we briefly mention the validation of the proposed model’s robustness by introducing random noise to the PPG signals, the extent to which the model can handle various levels and types of noise is not thoroughly discussed. Investigating the model’s noise robustness under different conditions is essential to determine its reliability in practical scenarios.

6. Conclusion and future work

In this paper, we proposed a BP monitoring approach for continuous and noninvasive BP estimation by combining the feature selection system and the state space reconstruction technique with the proposed deep regression model. Primarily, the proposed method consists of signal preprocessing, feature extraction, feature selection, state space reconstruction, and the deep RNN model. A feature voting system is proposed to obtain the feature set by combining the voting of eight feature selection algorithms. Then the state space reconstruction technique is applied to generate more hidden information from the features. The time delay and embedding dimension are calculated by the MI algorithm and false nearest neighbors algorithm, respectively. Then, the RF model and the proposed deep regression model are developed for estimating BP. Using the SSR technique improved the performance of BP prediction for both of the two models. The combination of SSR and the proposed deep RNN model provides the best results for continuous BP estimation. The results of our proposed method are validated using the BHS standard. The estimation of DBP, MAP, and SBP achieved Grade A according to the BHS standard. In addition, we test the robustness of our model by adding 3 dB random noise to the PPG signals, and the result shows that our model is robust. However, the results may not reflect the overall performance of our proposed method because it was trained and tested on 660 subjects. In the future, we first plan to test our proposed method on more datasets. Then, based on the advantages and disadvantages of two feature extraction ways, i.e., manually extracting features and using deep neural networks to extract features automatically, we try to combine those two feature extraction ways together to improve the model performance by using more useful features.
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