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As sustainability becomes a requirement in network operations, accurately quantifying the carbon footprint of
Internet traffic is essential. While energy-aware networking has seen significant attention, the ability to trace
carbon emissions at the flow level remains an open challenge due to the complexity of shared infrastructure
and lack of related telemetry. In this paper, we present a methodology to obtain fine-grained per-flow carbon
emissions from traffic statistics. To this end, we collect power measurements from three switches under varying
traffic conditions, including synthetic and real-world traces. From these measurements, we derive a regression
model that accurately estimates instantaneous router power consumption using only throughput and packet
rate counters–achieving >96% accuracy across all switch types and traces. We then extend this model to
compute per-flow carbon emissions, distinguishing between consequential and attributional perspectives, and
validate the results using traces from CAIDA and Google services. Our findings uncover actionable insights
into how flow and network characteristics such as packet size, packet rate, and network utilization influence
carbon cost. Finally, we propose feasible deployment strategies for flow-level carbon estimation frameworks.
This work provides a foundational step towards enabling carbon-aware flow-level decision-making for users,
applications, and network operators.

1 Introduction
Reducing the carbon footprint of the Internet has become a key objective for major industry
players—including Internet Service Providers (ISPs), Content Distribution Networks (CDNs), and
content providers—committed to significant emissions reductions by 2030 [4, 7, 13, 33, 51]. Meeting
these goals requires more than high-level strategies; it requires a detailed understanding of the
carbon impact of specific applications, including their network component which can be of great
significance [36, 61].

To enable actionable insights, carbon tracing at the level of individual Internet flows is essential.
This involves quantifying the carbon contribution of end-to-end flows as they traverse the network
and are processed by end devices. Such fine-grained visibility is critical for designing carbon-efficient
systems and applications.

For example, a user or company seeking to align their Internet usage with periods of abundant
green energy would need a clear understanding of their actual carbon savings. Additionally, a
content delivery company utilizing the networks of multiple ISPs would require an accurate
breakdown of its carbon footprint across these providers for sustainability reporting. Therefore,
there is a need for carbon tracing at the flow level, both offline for billing purposes, and online to
enable real-time application adjustments.
In power systems, tracing energy flows to track carbon sources is already possible [55] and

companies use it to weight the greenness of energy consumed at different spatial granularities [12,
47]. In analogy to power systems, carbon tracing for Internet flows is essential in telecom systems.

Unfortunately, obtaining flow level energy and carbon information is difficult because many flows
share the same infrastructure and there is a lack of corresponding in-network telemetry. Moreover,
the intermittent availability of green energy per region causes carbon metrics to frequently change.
While there is a growing interest in characterizing the energy and carbon footprint of the

Internet infrastructure, existing work has primarily focused on data center operations [6, 20, 37],
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emphasizing the computing side while overlooking the network component. Efforts in carbon-
aware networking have examined optimizing routing [27, 61] and load shifting [28, 36] based on
the energy mix, but these did not consider extracting flow-level information, or did not distinguish
between the carbon scopes of the flow-level footprint, namely consequential emissions—directly
caused by flows—vs. attributional emissions—indirectly linked to the flows and attributed to them
for accounting purposes. Similarly, router power models [25, 42, 66] were not extended to the
flow-level granularity, and were tested with limited traffic characteristics and router utilization
levels. Although standardization initiatives [9, 22, 72] propose high-level flow-based carbon metrics,
they remain conceptual, lacking empirical validation or deployment strategies. In brief, to our
knowledge, no prior work has empirically linked flow-level traffic statistics to flow carbon emissions,
taking into account both attributional and consequential carbon emissions.
In this work, we take the abstract metrics definitions and quantify them through empirical

measurements. We focus on monolithic network routers and study how energy and carbon con-
sumption vary with flow characteristics. We focus on hardware application-specific integrated
circuits (ASICs) that have energy consumption properties associated with traffic properties such as
throughput and packet rate. We are building a model that ties these network properties to the ASIC
energy consumption. Since our focus is on the switch ASIC, we use the terms switches and routers
interchangeably, as modern commercial devices often serve both functions simultaneously [2] and
acknowledging that routers will have an additional software layer on top of the ASIC.
To study the correlation between carbon and flow characteristics, we take two steps: (1) we

conduct extensive power measurements and derive a router-level model that maps traffic statistics
into power values, achieving >96% accuracy. (2) We then extend this model into flow-level energy
and carbon models enabling routers to compute per-flow emissions using only standard traffic
counters, without requiring real-time power measurements.

In summary, we make the following contributions:

• We introduce a methodology to attribute carbon emissions to traffic flows based on traffic
statistics.

• Based on an extensive measurement study, we develop a model that converts routers’ traffic
statistics, read from counters, into power consumption, energy usage and carbon values.

• We extend the router-level model to a flow-level model to attribute carbon emissions to
individual traffic flows, and use it to evaluate the emissions of a video streaming use case.

• We propose and compare three methodologies to extract end-to-end flow-level carbon
emissions, discussing their accuracy and deployment overheads.

• To facilitate reproducibility and further research, we release our power measurement
benchmark and ns-3 simulation code as open-source [29, 30].

The paper is organized as follows: background on carbon scopes and router power models is
given in §2, and flow-level carbon tracing in §3. Power measurements and the construction of
router- and flow-level models are detailed in §4–6. Deployment scenarios are detailed in §7, a video
streaming simulation in §8, followed by discussion (§9), related work (§10), and conclusions (§11).

2 Background
Accounting for carbon emissions involves three scopes: (1) direct emissions, (2) indirect emissions
from purchased electricity, and (3) all other indirect emissions in the value chain [49]. The definitions
may seem simple, but it is important to note that with shared resources, elements in scopes will vary
according to the viewing angle. For instance, an ISP running a network of interconnected routers
will account for all the energy consumed by these routers in their scope 2 emissions. However,
from an application perspective that is occasionally sending a flow through this ISP, it will only
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account for the partial energy consumed by routers that is due to its flow. This will be referred to
as consequential carbon emissions and falls under scope 2 of the application’s carbon footprint.
Some may claim that the energy consumed by routers to maintain this connection should also be
associated with flows. This will be referred to as attributional carbon emissions and, if included,
would fall under scope 3 of the application’s footprint.

These competing views are the origin of misconceptions and double counting in carbon reporting.
A recent conference report on green networking [21] suggests that a definition of metrics is needed
while clearly highlighting consequential and attributional carbon metrics and discussing their
usefulness in helping applications make informed decisions. In this work, we clearly distinguish
between these metrics at the flow level.
The goal of this work is to introduce a methodology for attributing carbon emissions to traf-

fic flows based on traffic statistics. Building benchmarks to characterize system performance is
a well-established practice, particularly in the context of evaluating workloads, platforms, and
machine learning pipelines [35, 39, 70]. We adopt a one-time micro-benchmarking scheme to
build carbon model of traffic flows that vendors can share along with datasheets. This enables a
consistent reproducible evaluation of carbon emissions across applications and workloads, bridging
benchmarking methodology with sustainability analysis.
In this study, carbon emissions associated with the energy consumption of equipment will be

tackled. This can be derived by multiplying this energy consumed by the carbon intensity of this
energy. The carbon intensity is the amount of carbon emitted to produce 1 kWh of electricity and is
an indicator of the greenness of the energy [12]. To link energy with flows, a power model is needed
to understand the dynamics of power with respect to traffic properties. The power measurements
in this study are the basis of our analysis.

Existing power models of routers have been investigated in previous works. A summary of the
proposed power models is provided below. These categories are illustrated in Fig. 1.

(1) Constant power consumption independent of utilization [8, 48, 64].
(2) Fully power proportional with utilization [5, 8].
(3) Offset + Proportional: Power proportional to the utilization with an additional constant idle

power offset [5, 14, 25, 62, 66]. Different types of routers will show different levels of idle
and dynamic powers.

(4) Offset + Multi-step: Power increases in steps with the increased utilization and operating
rate [5, 8, 32, 65].

Fig. 1. Power Models of Switches

From the literature [25, 46, 66, 67], the idle
power 𝑃0 is commonly large (∼ 90%). However, the
idle/dynamic power ratio varies with the type of
equipment and the efficiency level of a router. The
high idle power of the switches is due to the dif-
ferent components that are part of the chassis and
are turned on all the time. These components in-
clude fans, power supply, management processor,
and switching fabrics.

In summary, it can be seen that assumptions about
the power model vary greatly in the literature because of the evolution of switches with time, as
well as the differences in the setups between different switch suppliers.
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Fig. 2. Flow-Level Carbon Tracing

3 Flow-Level Carbon Tracing
To build energy and carbon traces of flows, a generic power model of a device is not enough. We
first need to understand the contribution of each flow to the overall energy consumption and
carbon emissions on each device. The power- and carbon-related metrics must be at the flow level.

Figure 2 illustrates the concept of per-flow tracing at the router. It is important to note that we can
trace both the energy and carbon contributions of flows. As flows pass through routers along the
way, the power usage of each router increases accordingly. The resulting energy consumption is
calculated as the product of this power and the time the flow spends at the router. This distinction is
important: power refers to the instantaneous rate of energy use (e.g., watts), while energy measures
the total consumption over time (e.g., kWh).

The corresponding carbon emissions are then calculated by multiplying the energy consumed
by the carbon intensity of the energy source supplying the router. The carbon intensity, measured
in gCO2/kWh, is the weighted sum of carbon emissions emitted to produce 1 kWh of energy and
is an indication of the greenness of this energy [12]. For example, renewable sources like wind
have near-zero carbon intensity, while fossil fuels such as oil can reach up to 935 gCO2/kWh [12].
The lower the carbon intensity, the lower the carbon emissions. Therefore, accurately tracing the
carbon footprint of a flow requires knowledge of the carbon intensity at each router through which
it passes. The total carbon trace is the cumulative sum of emissions generated across all routers
along the flow’s path, accounting for the carbon intensity of the energy consumed at each point.

It is important to account for both the space- and time-granularity of the carbon intensity metric
as it varies significantly between regions and throughout the day. This implies that national average
values of the carbon intensity or monthly averages significantly reduce the accuracy of the carbon
footprint estimate of flows.
Many flows exist at the same time on the router as described in Fig. 2. Focusing on a given

time-window 𝑡 , the router consumed some energy 𝑒𝑡 that had a carbon intensity 𝑐𝑡 . The total carbon
emissions of the router can be calculated by 𝑒𝑡 × 𝑐𝑡 . This information is useful for the owner of the
router, the ISP, but does not provide useful information to the end user or application. Using traffic
statistics of flows on the router such as their throughput and packet rate in the given time-window,
the router can infer the percentage of contribution of each flow to the total carbon emissions. The
questions to be answered in this paper are: (1) what is a good power model for the router? (2)
What flow statistics are necessary to achieve acceptable accuracy? (3) How to communicate the
flow-specific carbon trace back to the end user or application?
To answer Question (1), we conduct extensive power measurements on available routers in

§4 and compare different power models in §5. We answer Question (2) in §6 and explain how to
extend the power model into carbon models at the flow-level. Finally, deployments of the model
are discussed in §7 to answer Question (3).
The end-to-end per-flow carbon impact varies based on the transmission path and the type of

devices processing the packets. In this work, we focus on the router power/energy/carbon modeling
and hope to extend it to other network devices.
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4 Power Measurements of Switches
4.1 Equipment and Setup
To cover a variety of switches, power measurements were performed on 3 different switches of the
same size (32x100G ports), from different vendors, and having different target applications (e.g., low
latency, deep buffer, programmability). Switch manufacturers are anonymized due to the license
requirements of one of the vendors and will be referred to as 1, 2, and 3. The results of the power
measurements were corroborated by the switch manufacturers.

Fig. 3. Experiment Setup

Tomonitor power consumption, switches are
connected to power distribution units (PDUs)
as illustrated in Fig. 3. Each power supply unit
(PSU) is connected to a different PDU port. The
resulting power of the switch is the sum of the
power read from each PDU socket. The PDU
provides power monitoring with an absolute
accuracy of ±1 W over the full operating range.

We aim to test each switch under various traffic conditions. A server is connected to one port on
each switch and uses Pktgen to generate high-throughput traffic. For each experiment, a pcap file
specifying the desired packet size and payload is uploaded to Pktgen, and traffic is sent at a defined
throughput. The server connects to the switch via a 100G link.

Two types of pcap files are used: (1) real traffic traces from CAIDA and Google Services, and (2)
synthetic traces with packet sizes ranging from 64 to 1500 bytes. The synthetic traces are used to
build the power model, which is then tested on the real traffic traces. The use of synthetic traffic
traces enabled us to build a balanced power model that avoids bias toward the more common packet
sizes typically seen in real traffic.
To generate higher throughput across the switch fabric, we use a snake configuration. In this

setup, traffic flows from one port to the next across the switch. Loopbacks at the end of the chain
return traffic in the reverse direction, allowing all ports to be fully utilized and driven to 100%
capacity. This configuration is essential because sending traffic from a single server alone cannot
saturate the entire switch; the snake setup enables us to stress the switch at full throughput.

We evaluated three switches using different forwarding implementations: Switch 1 runs a vendor-
supplied reference design, Switch 2 runs VLAN-based forwarding, and Switch 3 runs a commercial
protocol stack. Due to differences in architecture, low-level APIs, and available features, it is not
feasible to run the same software stack or program across all switches.

Next, we show the power measurements results for the three switches with (1) synthetic traffic
traces while varying the throughput and packet size, and (2) real traffic traces while varying the
throughput. We compare the power variation of the three switches accordingly.

4.2 Power vs Throughput
The first experiment studies the variation in power consumption when the overall throughput of
the switch increases. With the snake configuration, we were able to explore the power variation at
nearly 100% throughput.
Figure 4 shows both the measured power from PDUs and the measured throughput from the

switch counter while varying the Pktgen rate. Note that the Pktgen rate dictates the bit rate of
traffic over the 100G link connecting the server and the switch. Hence, the packets received from
the server on the first port of the switch circulate on all 32 ports, resulting in an overall throughput
of 32 × Pktgen Rate. This throughput may be reduced due to packet drops when reaching the
maximum capacity of the switch. Moreover, due to technical problems, only 26 ports are used for
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Switch 2 resulting in a throughput of approximately 26 × Pktgen Rate for this switch. This only
means that a lower overall throughput could be reached on this switch (up to 2.6 Tbps).
The throughput figures show the total throughput of packets processed by the switches. It is

important to note that for clarity only the curves for packet sizes of 64B and 1500B are shown but
the overall range of packet sizes is used to build the power model in later sections. Moreover, we
evaluated different port configurations in the snake setup and observed that power consumption
correlates with the switch’s total throughput. For example, running at 50% throughput across 32
ports consumed the same amount of power as running at 100% throughput on 16 ports.
The general trend for the three switches is a continuous increase in power while increasing

throughput. However, there are significant differences between the slopes for different packet sizes.
Switches consume higher power when packet sizes are smaller (64B vs 1500B), given the same
overall throughput. Moreover, we see that the maximum throughput achieved for 64B packets is
different for the three switches, indicating different packet rate limitations.

(a) Switch 1 (b) Switch 2 (c) Switch 3
Fig. 4. Switch power and throughput for different input rates using synthetic flows

(a) Switch 1 (b) Switch 2 (c) Switch 3
Fig. 5. Switch power and throughput for different input packet sizes using synthetic flows
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4.3 Power vs Packet Rate
The first experiment in §4.2 only compared between 64B and 1500B packet sizes. This second
experiment further studies the power variation of switches when varying the packet size. The full
range of packet sizes 64B-1500B is tested with an incremental step of 4B. When fixing the bit rate,
the packet rate is inversely proportional to the packet size as expressed in eq. (1).

Packet Rate = (Bit Rate/8)/Packet Size (including overheads). (1)

For the same bit rate, packet sizes were varied. Figure 5 shows the measured power of switches
at three levels of Pktgen rate: 20%, 50% and 80%. The throughput read from the switch counters is
also plotted. Only flows with small packet sizes cannot reach the specified throughput because of
packet rate limitations on the switches.
The general trend of power decreasing with larger packet sizes (smaller packet rates) is clear

for all throughput levels. However, the scale of power change is different for the three switches.
For example, even at 20% utilization of the switch, for Switch 3, packets of size 64B can result in
33W increase in power compared to packets of size 1500B. This power difference is significant with
respect to the overall power (13% increase). The power difference at 20% utilization was only 4W
for Switch 1 (3%) and 2.2W for Switch 2 (1%).
Another interesting insight is the power jumps at specific packet sizes. This appears slightly

at 240B and 440B in Switch 1 but more significantly in Switch 3, where sudden power jumps
happen at packets of size 220B, 476B and 988B. These power jumps are significant especially at high
throughput values. For example, at 50% utilization of Switch 3, sending packets of size 477B results
in a power difference of 6W compared to sending packets of size 476B. 1B difference in packet size
resulted in a power jump. Looking more closely at the packet sizes at which power jumps happen,
we see a matching between (220B, 476B, 988B) and (256B, 512B, 1024B) with a difference of 36B.
These power jumps are likely the result of inefficiencies in the usage of the data bus with a size
that matches 256B.

4.4 Idle vs Dynamic Power
The three switches of the same size have different range of power values. Table 1 shows the idle and
maximum power values for the three switches along with the percentage of idle and maximum dy-
namic power with respect to the maximum power. Two observations come from this table: (1) Given

Table 1. Comparison between the three switches

Switch idle (W) Max (W) idle/Dyn
1 134 180 74%/26%
2 180 216 83%/17%
3 236 328 72%/28%

that the three switches are of the same size,
it is important to notice the big difference be-
tween their idle power: for instance, Switch 3
consumes 236W when idle which is 76% higher
than Switch 1’s idle power (134W). This em-
phasizes the importance of reducing this idle
power consumed regardless of traffic. (2) The idle power ratio with respect to the maximum power
is significant for the three switches (72-83%) showing that this ratio is high despite efforts to achieve
higher energy efficiency. Compared to idle power ratios from the literature, the range of values of
72-83% is smaller than the reported 80-97% from switches used a decade ago [46, 66]. This indicates
that power proportionality of switches improved and still needs further reductions.

4.5 Real Trace Power Measurements
The experiments in §4.2 and §4.3 are based on synthetic data where all packets are of the same size.
This enabled us to explore the power variation for a wide range of packet sizes. In this section, real
traffic traces are used for measurements and to validate the power models in §5.
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Datasets: (1) CAIDA packet trace collected from high-speed monitors on a 10G commercial
backbone link in 2019 [1]. This trace has an average packet size of 880B. (2) A dataset of a collection
of flows from five Google services [56]: Google Drive, YouTube, Google Docs, Google Search, and
Google Music. Table 2 shows the average values of total bytes, total packets, packet size, and flow

Table 2. Flow Statistics (average values) of Traces Col-
lected from Google Services

Trace # Bytes # Pkts Pkt Size T(s)
GoogleDoc 0.7 MB 2514 279 B 114.5
GoogleSearch 0.4 MB 666 606 B 10.3
GoogleDrive 11.4 MB 10575 1087 B 32.7
YouTube 19.3 MB 15796 1226 B 56.9
GoogleMusic 8.9 MB 7095 1253 B 3.1

length for the five traces of Google services.
Figure 6 shows how the power consump-

tion varies between the three switches when
the real traffic trace pcaps are replayed
through Pktgen at different rates. The re-
sults reveal that switch 3 exhibits the highest
power variation between the traces, consis-
tent with the trends observed in Figure 5.
Notably, the GoogleDoc trace, with an av-
erage packet size of 279B, leads to significantly higher power consumption on switches. When
comparing the traces, the lower their average packet size, the higher their power contribution.
These findings reinforce the power variation patterns discussed in previous sections.

(a) Switch 1 (b) Switch 2 (c) Switch 3
Fig. 6. Switch power measurements for different input rates using real traffic pcap traces

5 Power and Carbon Modeling
Accurate estimation of instantaneous power consumption of a switch is important for energy-aware
network management, optimization, and monitoring. While this can be measured directly using an
embedded power sensor, eliminating the need for external PDUs, a simpler and more cost-effective
alternative is to use a power model that estimates power using existing switch counters. Building
on the measurements presented in §4, we derive in this section a switch power model based on
two key counters: total throughput and packet rate.

5.1 Complexity of the Power Model
In this section, we examine the structure and complexity of the power model. Table 3 reports the
coefficient of determination (𝑅2 score) for various regression models, which indicates how well
each model captures the characteristics of the measured power consumption. The power model
is trained using synthetic traffic traces composed of single-packet-size flows, and then tested on
real traffic traces of CAIDA and Google. Specifically, the test set that includes traces from Google
services is aggregated into a single dataset labeled as "Google" in the table. We report the 𝑅2 scores
for all three switches, evaluating model performance on both the synthetic data and the more
complex real-world traces from CAIDA and Google.
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Table 3. Comparison of regression models (in 𝑅2 score) estimating the power model for the three switches.
Trained on synthetic single-packet-size traces and tested on real traces from CAIDA and Google Services

Model
Switch 1 Switch 2 Switch 3

Single Pkt CAIDA Google Single Pkt CAIDA Google Single Pkt CAIDA Google

Linear Regression 99.1 99.8 98.8 98.6 99.1 98.4 96 99.7 96.4

Polynomial Regression 99.4 99.8 99.5 98.8 99 98.4 96.2 99.7 96.7

Lasso Regression 97.2 97.9 97 84 73.6 78.5 95.6 98.8 96.2

ElasticNet Regression 81.1 79.6 81.3 73.9 57.7 64.7 86.3 86.6 89.4

KNN 75.5 91.7 82.9 78.2 59.3 78 89.6 93.2 85.8

Decision Tree, depth=2 92.3 75.4 75.5 90.9 75.3 74.1 77.9 72.9 72.1

Decision Tree, depth=4 97.3 83.3 89.3 97.7 83.4 87.3 96.6 91.8 93.5

Random Forest 99.8 96.6 97.1 99.5 90.5 91.4 99.7 91 94.7

SVM 53.6 94.1 61.6 61.4 81.5 63.8 70.9 97.7 75.7

XGBoost, depth=2 74.7 73.2 75.4 73.7 62.9 63.4 74.3 68.6 70.5

XGBoost, depth=4 93.3 92.8 93 92.4 84.7 85.4 92.9 89 89.1

NN with ReLU 97.6 97.2 96.9 94.1 90.8 92.3 93.8 95.7 93.3

NN without ReLU 94.0 96.5 96.0 91.9 88.1 90.6 93.9 97.8 95.7

Among the models evaluated, linear and polynomial regression achieve the highest performance,
with 𝑅2 scores exceeding 91% across all packet traces and all three switches. In contrast, more com-
plexmodels such as decision trees performwell on synthetic traces with fixed packet sizes but show a
significant drop in accuracywhen tested on real traffic. This is likely because real traces contain amix

Table 4. Linear Power Model Parameters

Switch Idle (W) 𝛼 (W/Tbps) 𝛽 (W/Mpps)
1 134.1 10.69 0.0054
2 181.6 5.16 0.0038
3 235.9 16.56 0.0441

of packet sizes, which smooths out the dif-
ferences that complex models tend to over-
fit to in synthetic data. Additionally, the
second-order polynomial model offers only
a negligible improvement over the linear
(first-order) model. Hence, the linear model
is not only accurate, but it also outperforms other complex models and will be a low resource to
implement.

The linear power model is expressed in equation (2) and its numerical values are summarized in
Table 4. The model demonstrates strong predictive performance, achieving an 𝑅2 score between
96% and 99.8%, and a mean absolute error (MAE) ranging from 0.3 to 2.7 W.

𝑝 = Idle Power + 𝛼 × Throughput + 𝛽 × Packet Rate. (2)

To better interpret the significance of the MAE values—especially given the relatively high
idle power consumption of switches—we express MAE as a percentage of the mean power, both
including and excluding the idle component. The 𝑅2 score remains unchanged in either case, as
idle power constitutes a constant offset in the model. When normalized to the mean total power
(including idle power), the MAE ranges from 0.17% to 0.8% whereas when normalized to the mean
dynamic power (i.e., mean power minus idle power), the MAE is 1.8–5.5%.

5.2 Power Model Features
The features used in the model are the throughput and the packet rate read from existing counters.
Many previous works rely solely on the throughput values for their models [27, 36, 61, 63, 67].
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Table 5. Linear model accuracy with different features. Higher 𝑅2 and lower MAE indicate better performance.
MAE-T and MAE-D are normalized MAE percentages including and excluding idle power, respectively.

Switch Features 𝑅2 Score (%) MAE (W) MAE-T (%) MAE-D (%)

1

Throughput Only 90.6-96.9 1.4-2.2 0.9-1.4 9.1-12.2

Pkt Rate Only 22.3-31.6 6.4-7.0 4.2-4.5 154.5-439.5

Throughput and Pkt Rate 98.8-99.8 0.3-0.8 0.2-0.5 1.8-4.9

2

Throughput Only 75.6-95.8 0.8-1.3 0.4-0.7 10.8-17.9

Pkt Rate Only 15.7-46.6 2.7-3.3 1.4-1.8 131.3-151.6

Throughput and Pkt Rate 98.4-99.1 0.3-0.4 0.17-0.2 4.0-5.5

3

Throughput Only 52.9-78.6 6.9-10.9 2.6-4.0 35.5-49.3

Pkt Rate Only 49.9-66.3 9.8-11.3 3.6-4.1 63.1-100.4

Throughput and Pkt Rate 96.0-99.7 0.7-2.1 0.3-0.8 2.1-5.4

Table 5 compares the accuracy of the linear power model when using different input features: (1)
throughput only, (2) packet rate only, and (3) both throughput and packet rate. The evaluation
metrics include the 𝑅2 score, mean absolute error (MAE) in watts, and MAE as a percentage of the
mean power—calculated both including and excluding idle power. The models are evaluated on
three datasets: synthetic traffic, CAIDA traces, and Google traces.

The results indicate that using throughput alone substantially reduces model accuracy, particu-
larly for Switch 3, where the 𝑅2 score drops to 52.9–78.6% compared to using both features. Relying
solely on packet rate results in even lower accuracy across all switches and datasets. Notably,
Switch 3 benefits the most from using both features; it performs poorly when either feature is used
individually, unlike other switches, which achieve reasonable accuracy using throughput alone.
Incorporating both throughput and packet rate significantly improves performance, increasing the
𝑅2 score to 96–99.7% and reducing the MAE percentage (excluding idle power) from 35.5-100.4% to
below 5.5%.

These findings highlight the importance of using both features to achieve high model accuracy,
with 𝑅2 scores exceeding 96% and MAE percentages <6%.

5.3 From Power to Energy to Carbon Model
The carbon emissions associatedwith a router are the product of its energy consumption (cumulative
power over a time window [𝑡1 : 𝑡2]) and the carbon intensity of this energy. This can be expressed
as

∫ 𝑡2
𝑡1

(𝑝𝑡 ×𝑐𝑡 )𝑑𝑡 . The accuracy of this carbon model has the same accuracy as that of the previously
derived power model.

6 Carbon Model at the Flow Level
The power model developed in §5 is for the total power of the switch based on the switch counters.
The goal of this work is to dive further and derive an energy/carbon model of the traffic flows: given
the per-flow traffic properties, what is the energy/carbon contribution of each flow? We separate
(1) consequential carbon emissions of the flow, which are the carbon emissions directly caused by
the processing of the given flow and thus are related to the dynamic power of the switch, and (2)
attributional carbon emissions of the flow that are not directly caused by the flow, but are related
to its contribution to the idle power of the switch. Note that only operational carbon emissions
are in scope of this study, thus, embodied carbon emissions-the carbon due to manufacturing of
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devices- that can also be attributed to flows are not included in this analysis but can be equivalently
disseminated in a similar fashion.

6.1 Consequential Energy and Carbon Emissions of Flows
When considering traffic flows, we need to look at the cumulative power that this flow contributed
to over the flow duration. This means that we need to move from the instantaneous power model
in §5 to an energy model per flow. In this section, we look at the dynamic part of the power model
developed in §5, that is 𝑝 = 𝛼 ×Throughput+ 𝛽 × Pkt Rate. The contribution of flows to idle power
is discussed as part of attributional energy/carbon per flow in §6.2.

The first step is to detail the characteristics attributed to each flow. A flow is typically defined by
a 5-tuple key: IP source and destination addresses, transport-layer source and destination ports
and IP protocol. The attributes per flow include, among others, the cumulative packets (denoted by
𝑝 𝑓 ) and bytes (denoted by 𝑏 𝑓 ) counters and the flow starting and finishing timestamps. The flow
duration will be denoted by 𝑡𝑓 .

Applying the linear power model from eq. (2) in §5 to the flow characteristics, and only looking
at the dynamic part over the flow duration, that is directly caused by the flow, we get the energy
per flow, denoted by 𝑒𝑓 formulated in eq. (3).

𝑒𝑓 = 𝛼 ×
𝑏 𝑓 × 8
𝑡𝑓

× 𝑡𝑓 + 𝛽 ×
𝑝 𝑓

𝑡𝑓
× 𝑡𝑓 = (𝛼 × 8) × 𝑏 𝑓 + 𝛽 × 𝑝 𝑓 . (3)

This implies that the values extracted from the power measurements modeling 𝛼 and 𝛽 previously

Fig. 7. Measured vs estimated average (consequen-
tial) energy per flow for traces fromGoogle services.

expressed in W/bps and W/pps, can be used for
the flow energy modeling as 𝛼 ′ = 𝛼 × 8 in J/B
and 𝛽 ′ = 𝛽 in J/packet. With correct scaling and
multiplying by the carbon intensity of energy, the
resulting carbon metrics are expressed in gCO2/B
and gCO2/packet.
We convert the power measurements in Fig. 6

to energy measurements per flow by normalizing
by the number of flows per trace (given all flows
are of the same category per trace) and by taking
into account the average flow duration in Table 2,
we get the average consequential energy consumption per flow for the 5 Google Services datasets, as
illustrated in Fig. 7. The predictions based on the linear energymodel compared to themeasurements
for the flows in the Google traces, have a mean absolute percentage error of 3-7%, for the three
switches.

6.2 Attributional Energy and Carbon Emissions of Flows
The idle power of switches remains constant regardless of their utilization. In other words, when
flows traverse a switch, only the dynamic power varies with traffic load, while the idle power—which
constitutes a significant portion of the total (72–83%)—remains unchanged. As such, the idle power
cannot be attributed to individual flows as scope 2 emissions, but rather should be included under
scope 3 emissions. This assumption is based on the hypothesis that the switches are powered on to
enable the forwarding of network flows.
This hypothesis raises two key questions: (1) What are the possible definitions of the flow’s

contribution to idle power? and (2) What are the implications of these definitions when the flow or
network characteristics change?
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(a) Changing Flow Bit Rate;
Fixed Avg Pkt Size (750B) and
Router Utilization (20%)

(b) Changing Flow Avg Packet Size;
Fixed Bit Rate (3Mbps) and Router
Utilization (20%)

(c) Changing Router Utilization;
Fixed Avg Pkt Size (750B) and Bit
Rate (3Mbps)

Fig. 8. Change in carbon emissions for the given flow as we vary the flow and network characteristics. Dashed
lines represent attributional carbon emissions accounting for router utilization.

6.2.1 Idle Power Attribution Models. We introduce four definitions for attributing idle power or
energy to network flows:

(1) Zero idle power: flows do not contribute to idle power.
(2) Equal division by number of flows: the idle power is evenly divided among all active

flows in a given time window.
(3) Division based on bit rate: the flow’s share of idle power is proportional to its bit rate,

attributing more idle power to higher-throughput flows.
(4) Division based on packet rate: similar to the previous definition, but idle power is

attributed based on the flow’s packet rate.
It is important to note that the contribution of flows to idle power is not directly measurable but

is rather attributed based on the adopted definition.

6.2.2 Extensions Based on Utilization. An additional consideration is whether the total idle power
should be divided across all flows, or only a portion of it corresponding to the utilization of the
switch. This results in three additional cases extending definitions (2)-(4), where the idle power
assigned to flows is scaled proportionally to the measured utilization of the switch. The implications
of these definitions are best illustrated through an example.

6.2.3 Illustrative Example. To demonstrate the impact of various transmission parameters on
carbon attribution, we consider the case of sending a 10MB file over a network. This example
assumes the power characteristics of Switch 1 and a baseline switch utilization of 20%. The file is
transmitted on top of background traffic derived from CAIDA traces (scaled to maintain the target
utilization), with an average carbon intensity of 200 gCO2/kWh. The analysis spans a one-minute
interval, with flow samples taken every second.

Effect of Flow Bit Rate. Figure 8a shows how varying the flow’s bit rate (with a chosen fixed
packet size of 750 B) influences carbon emissions. A higher bit rate shortens the flow’s duration.
Under attribution schemes where idle power is evenly divided among flows, shorter flows receive
less idle energy allocation—thus lowering their attributed emissions. With per-second sampling,
each active flow is allocated emissions in every slot it traverses the switch. Hence, transmitting
the same file faster shortens its active time and reduces attributed emissions “Static(Nb Flows)”.
However, if idle power is attributed based on bit rate or packet rate, increasing the bit rate can cause
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the flow to be categorized as a “heavy hitter,” which increases its share of the carbon footprint.
The consequential carbon emissions of the flow (related to the switch dynamic power) does not
change while varying the flow bit rate. If only the idle power relative to the router utilization is
divided among flows (dashed lines in Fig. 8a), the curves follow the same trends however, the scale
is approximately 1 order of magnitude smaller compared to dividing the total idle power over flows.

Effect of Packet Size. Figure 8b illustrates the impact of changing the packet size while maintaining
a chosen fixed bit rate of approximately 3Mbps. In schemes that attribute idle power based on packet
rate, increasing the packet size reduces the number of packets per second. This, in turn, lowers
the idle power attributed to the flow, resulting in reduced carbon emissions. The consequential
carbon emissions associated with the data flow are slightly affected by changes in packet size. Using
smaller packets to send the same file increases the total number of packets, which adds overhead
from packet headers. This results in higher overall throughput and slightly higher consequential
carbon emissions. Dashed lines accounting for router utilization follow the same analysis as Fig. 8a.

Effect of Network Utilization. Traffic varies throughout the day, peaking around 8 PM [23]. This is
an external factor that cannot be controlled by the sending application but still affects the attributed
carbon emissions to flows. Figure 8c explores how the router’s utilization impacts carbon attribution.
The chosen flow’s configuration remains constant (3Mbps bit rate and 750 B packet size), while the
number of concurrent flows on the router changes to simulate varying network loads.

At peak, the number of flows passing through the router will be high. If the total idle power was
divided among these flows, the contribution of each flow to the idle power would be smaller. This
is illustrated in the sharp decline in the carbon of flows when the total idle power is divided among
flows. However, when utilization of the router is considered (dashed lines in Fig. 8c), the flow’s
attributed emissions remain relatively stable regardless of network utilization.

6.2.4 Summary and Insights. These examples highlight the influence of idle power attribution
models on the resulting carbon emissions of network flows. Depending on the chosen model,
different and sometimes contradictory insights emerge: (1) When idle power is evenly divided
across flows, transmitting over shorter durations leads to lower attributed emissions. (2) When idle
power is attributed based on bit rate, lower bit rates yield lower emissions. (3) When packet rate is
used for attribution, larger packet sizes result in lower emissions. (4) When idle power is divided
without accounting for router utilization, sending flows during high-utilization periods (e.g., peak
hours) reduces their carbon footprint which may incentivize sending more flows at peak.

6.2.5 Toward Standardized Attribution. These findings reveal the ambiguity and sensitivity of
attributional carbon accounting in networks. The choice of idle power attribution model can
significantly affect the perceived emissions of flows and consequently drive different optimiza-
tion strategies. Given this variability, it is essential that Internet Service Providers (ISPs), cloud
operators, and application developers agree on a consistent and transparent definition of how
emissions—particularly from idle power—are attributed. The definitions and examples provided in
this section aim to guide such discussions and support ongoing efforts toward standardizing the
accounting of carbon emissions in networked systems.

6.3 Metrics and Flow Counters
The flow-level carbon model with both consequential and attributional carbon emissions requires
accessibility to flow counters on the router or in a central monitoring unit.
For consequential carbon emissions, using the carbon per byte and carbon per packet metrics,

the counters needed are only for the total number of bytes and packets per flow. An ISP can be
monitoring specific flows to reduce the size of the table that stores flows’ attributes.
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However, to derive attributional carbon emissions per flow, the counters needed depend on the
definition chosen. If the idle power is to be divided by the number of flows, then a counter is needed
to keep track of the number of flows passing through the router for a given time-window. If the
idle power is divided based on the flow bit rate or flow packet rate, the existing counters that read
the total throughput and packet rate of the router are needed. If only a portion of the idle power
based on utilization level is to be divided among flows then, the router utilization (ratio of total
throughput and the maximum capacity of the router (𝐶max)) should be known to the router. Table 8
in Appendix A details the counters and metrics needed per definition.

One special case for attributional carbon emissions is when dividing the proportional idle power
over flows based on their bit rate. The formula in this case is represented by:

𝑒𝑓 = 𝑝 × 𝑡𝑓

=

(
Flow Bytes
Total Bytes

× idle Power × Router Utilization
)
× 𝑡𝑓

=

(
Flow Bytes
Total Bytes

× idle Power ×
Total Bytes × 8/𝑡𝑓

𝐶max

)
× 𝑡𝑓

= Flow Bytes × idle Power × 8
𝐶max

.

(4)

Similar to eq. (3), a new constant metric 𝛾 = idle Power× 8/𝐶max of unit J/B can be used in this case.
Multiple works on carbon-aware routing [36, 61] used this metric for the ease of its integration.
However, this metric is not standardized and it is not agreed on whether it is fair to add it to
consequential carbon metrics (𝛼 and 𝛽). A further analysis of the scale of attributional carbon
emissions is presented in §8 in the context of a large-scale simulation.

7 Deployments of the Carbon Model

Fig. 9. Carbon Tracing Methods

The goal of this work is to suggest a methodology to attribute carbon emissions to traffic flows
based on traffic properties. In previous sections, we derived the per flow carbon model at the level
of a single router. To achieve end-to-end carbon tracing, we present in this section three possible
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methods, illustrated in Figure 9: (1) using in-network telemetry, (2) using packet-level tracing and
(3) using ISP-level tracing. The goal of these methods is to enable applications/users to (1) accurately
derive their carbon footprint and (2) adjust routing/scheduling to greener paths or times.
(1) In-Network Telemetry: In this method, the user or application periodically sends a telemetry
packet through the network. A new telemetry packet is needed whenever the carbon intensity
changes (typically every 30 to 60 minutes [12, 47]) or when network utilization experiences sig-
nificant variations. Although utilization can fluctuate rapidly, its average behavior over time is
generally predictable [27]. The telemetry packet should carry per-packet or per-byte carbon emis-
sions for consequential carbon accounting, and the carbon emissions from idle power divided by
the average number of flows, bytes, or packets for attributional accounting.

Upon arrival at the destination server, the telemetry packet is processed, and the collected carbon
data accumulated over the path is returned to the sending user/application. Each flow on a different
path will get different aggregate carbon telemetry. Increasing the telemetry frequency enhances
the accuracy of attributional accounting. This approach enables applications to locally estimate the
carbon footprint of the flows they specifically send and potentially adjust their behavior—such as
modifying transfer rates or scheduling—to reduce emissions. Given the predictability of carbon
intensity, future carbon metrics may also be communicated to users for proactive adjustments.
(2) Packet-Level Tracing: This method provides higher accuracy by embedding an in-band
network telemetry (INT) header in every sent packet. Each router along the path updates the packet
with its corresponding carbon contribution. The destination server accumulates the emissions
for each flow and can report them either to the user upon flow completion or periodically. This
approach can be applied in both directions, user to server and server to user.
(3) ISP-Level Tracing: This method leverages existing ISP monitoring infrastructure and requires
no changes to packet headers. Border routers and other monitoring nodes already collect traffic
statistics for billing purposes. These nodes record flow metadata—such as source/destination IPs,
ports, and timestamps—and forward it to a central node. The central node estimates the paths taken
by the flows and correlates them with the carbon intensity values of routers along those paths. As
a result, the ISP can estimate emissions per flow, user, or cache and report them periodically (e.g.,
hourly, daily, or weekly). Although packet sampling can reduce accuracy, biased monitoring of
selected flows can mitigate this limitation.
Comparison: Each of the three methods presents different trade-offs in terms of accuracy, overhead,
carbon data distribution, and update frequency. Table 6 summarizes the comparison.
In terms of accuracy, in-network telemetry may be limited by multi-path routing (e.g., ECMP),

which introduces uncertainty in flow paths. Packet-level tracing is the most accurate since it
captures emissions on a per-hop basis with full path visibility. ISP-level tracing achieves moderate
to high accuracy depending on the quality of path estimation and sampling.

With respect to packet overhead, in-network telemetry introduces minimal overhead by sending
dedicated telemetry packets or occasionally attaching INT headers to flow packets. Packet-level
tracing has higher overhead as every packet carries an INT header. The INT header has a size of
12B [34] which is fixed in this case because carbon metrics data is cumulative. With an average
packet size of 880B (CAIDA trace [1]), the packet overhead is 1.3%. The INT header can be added
at line rate with today’s programmable devices that support INT. ISP-level tracing imposes no
additional packet overhead, as it relies solely on existing ISP traffic logs. While increasing telemetry
frequency improves accuracy, it also slightly increases traffic and associated emissions. However,
this trade-off does not eliminate the need for accurate carbon reporting that is a requirement to
enable carbon-aware networks.
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Table 6. Comparison of Carbon Tracing Methods

Aspect In-Network Telemetry Packet-Level Tracing ISP-Level Tracing

Accuracy Moderate. Can be re-
duced by multi-path
routing (e.g., ECMP).

High. Full path-level
granularity.

Moderate-High. Based
on path estimation and
sampling granularity.

Packet Over-
head

Low. Only telemetry
packets carry the INT
header.

High. Every packet car-
ries and updates the INT
header.

None.

Carbon Data
Distribution

Required at each router
for local computation.

Required at each router
for local computation.

Only required at central
ISP monitoring node.

Reporting
Frequency

Sent whenever carbon in-
tensity or network load
changes significantly.

Sent at flow completion
or batched periodically.

Sent less fre-
quently (e.g.,
daily/weekly/monthly).

Application
Adaptability

Enables real-time carbon
aware adaptation.

Potential for adaptation
with added complexity.

Good for reporting, not
dynamic adaptation.

For carbon intensity data distribution, in-network telemetry and packet-level tracing require each
router to have local access to up-to-date carbon intensity. In contrast, ISP-level tracing centralizes
this information, requiring only the central monitoring node to maintain carbon intensity data.

Finally, in terms of reporting frequency, in-network telemetry requires updates at flow initiation,
when carbon intensity changes and when network load changes significantly. Packet-level tracing
allows reporting at flow completion or at low periodic intervals. ISP-level tracing supports only
coarse-grained reporting intervals (e.g., daily, monthly), which limits its ability to support real-time
carbon-aware application adaptation, although it remains effective for accurate carbon reporting.

8 Video Streaming Use Case
To illustrate the magnitude of per flow carbon emissions, we simulate video streaming work-
loads on a large-scale real network topology using the ns-3 simulator. The aim is to measure
the carbon footprint per flow rather than looking only on the overall router or ISP carbon emis-
sions. This complements router power measurements and offers insights into (1) understanding

Fig. 10. BT Topology [53]

the flow mix on routers at different levels of a network (core vs
edge) which impacts attributional carbon emissions of flows, and (2)
tracing of flows on a large ISP network with regionally varying car-
bon intensity. Topology: The simulation uses the British Telecom
(BT) core network, consisting of 1008 nodes and 3111 bidirectional
optical links (up to 100 Gbps). Nodes are hierarchically organized
into 20 core, 63 metro, and 925 tier-1 nodes [53]. The access net-
work managed by Openreach (a subsidiary of BT) is excluded. In
the context of video streaming, embedded caches used by content
providers to serve content locally from ISPs are co-located with
metro nodes in the BT topology [27], so traffic flows from caches
to users across the network. The topology is illustrated in Fig. 10.
Video Streaming Flows: Users can watch videos in different qual-
ities. We take the Netflix minimum required bit rates for the three
video qualities: 3 Mbps for High Definition (HD), 5 Mbps for Full
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HD (FHD), and 15 Mbps for Ultra HD (UHD) [52]. We assume that users are evenly distributed
across video quality levels. Since higher quality streams require higher bit rates, users watching
at higher quality will generate flows with more total bytes and packets over the same viewing
duration. The paths taken by flows are different depending on the location of users, and we assume
that users are served from one of the two closest caches in the network. The packet size used for
these flows is 1500B which is typical for the case of video traffic, where the content is large in
size [11]. The simulation includes 300,000 concurrent viewers spread equally among all nodes that
make up a total throughput of 2.4 Tbps. This represents 8% of the peak traffic of BT [41] and 50% of
the peak Netflix traffic seen on BT [59].
Carbon Intensity Data: The regional carbon intensity in the UK is extracted from [12] for the
peak hour of 8PM on 01-01-2025. The UK is divided into 14 regions and using power flow analysis
and real telemetry, the carbon intensity of the energy consumed per region was derived [12].
Routers PowerModel:Due to the limited availability of publicly documented power specifications
for the routers used in the BT topology, we adopt the three linear power models of the three
switches that we derived in previous sections. These models are used to approximate router power
consumption in our simulations, providing a realistic evaluation scenario. The three models are
assigned uniformly across the 1,008 nodes in the BT topology.

8.1 Implementation
The BT topology is implemented in ns-3, where downstream flows at various quality levels are
simulated across the network. To estimate the carbon footprint of each flow, we track its path
through the network in ns-3 and record the local utilization at each router it traverses. The previously
derived models are then leveraged to estimate the energy and carbon footprint-both consequential
and attributional-of each flow.

8.2 Results

Fig. 11. Consequential carbon per
flow for same watching duration

Fig. 12. Attributional carbon per
flow for same watching duration

Impact of Video Quality: Streaming the same video at different
qualities results in the use of a different bit rate over the same
time duration. This should not be confused with sending the same
file size at a higher bit rate because higher quality of video means
that a larger file size is transmitted during the same duration.
Figures 11 and 12 show the cumulative distribution function
of consequential and attributional carbon emissions per flow,
respectively. Streaming with a higher bit rate results in higher
consequential and attributional carbon emissions per flow. This
is true for the attributional carbon emissions based on the bit
rate. However, when the total idle part of carbon emissions is
attributed to flows equally, the three curves for the three video
qualities align together (as shown in Fig. 12).
Scale of Carbon Emissions: Figure 13 shows a box plot of the
different scopes of carbon emissions per flow. These values are for
flows of the same video quality at a bit rate of 5Mbps, allowing for
a fair comparison between carbon scopes independent of bit rate.
In this large-scale simulation, the consequential carbon emissions of the flows are at least an order
of magnitude lower than attributional carbon emissions. Among variants of attributional carbon
emissions, incorporating the router’s utilization reduces per-flow emissions by approximately two
orders of magnitude.
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Fig. 13. Carbon emissions scale for
FHD flows (5 Mbps)

Impact of Network Utilization: BT’s peak end-to-end traffic of
30.1 Tbps implies approximately 30 Gbps downstreaming traffic
on the 1008 nodes of BT which is well below router capacity. This
substantial overprovisioning leads to significant variance in the
per-flow carbon attribution when accounting for utilization. In
Fig. 13, carbon emissions per flow are reduced by around 2 orders
of magnitude only by accounting for router utilization. This high-
lights the core dilemma in energy attribution: whether to assign
idle power entirely to flows or proportionally to actual load. This
simulation highlights the impact of low router utilization seen in
ISPs on attributional emissions.
Energy per Byte and Carbon per Byte: The metrics of energy per byte and carbon per byte are
often used when projecting the future energy consumption and carbon footprint of networks. In
Table 7, we normalize the energy consumption and carbon emissions of the flows to the number
of bytes sent per flow. We distinguish between the different scopes of energy and carbon to
show the different scales. Interestingly, none of the values of energy per byte and carbon per
byte are constant. This shows that the same flows, taking different paths, will have different
consequential and attributional energy and carbon. More interestingly, the variability in the carbon

Table 7. Energy and Carbon per Byte in BT

Metric
Energy (mJ/B) Carbon (ugCO2/B)

Avg Std P99 Avg Std P99
Dynamic 0.102 0.036 0.176 0.003 0.002 0.01
Idle (Nb Flows) 36.5 23.3 84.2 0.984 1.118 4.485
Idle (Nb Flows + U) 0.841 0.507 1.93 0.023 0.025 0.104
Idle (BitRate) 23.9 6.7 33.5 0.643 0.562 2.279
Idle (BitRate + U) 0.551 0.117 0.755 0.015 0.012 0.055

per byte metric is higher than in the
energy per byte metric (higher rela-
tive standard deviation). This is due
to regional carbon intensity variation
along flow paths (i.e., in the UK at
the given simulation time, the car-
bon intensity between regions had
an average of 102 gCO2/kWh and a
standard deviation of 92 gCO2/kWh).
This increases variability in the car-
bon attributed to flows, in addition to
differences in equipment type and hop count.
Impact: A previous Netflix report estimates that streaming one hour of video in Europe emits
about 55gCO2e, with over 50% attributed to the user’s device [50]. Our work focuses on the core
network component. For instance, using the BT topology simulation, streaming UHD video for
one hour in the UK results in 20.25 gCO2 in consequential emissions–roughly consistent with
Netflix’s figure. However, attributional emissions vary widely, from 101 gCO2 to 6,642 gCO2 per
hour, depending on the chosen methodology, up to 120 times higher. This highlights the urgent
need for standardized definitions to ensure consistent and comparable reporting.

9 Discussion
Power, energy and carbon metrics. On the router level, the power model developed resulted in
three power metrics: (1) idle power of router, (2) W/bps and (3) W/pps. The idle power is based
on router configuration while the other two metrics are based on traffic properties. Focusing on
traffic-related metrics, the power metrics are converted into energy metrics of the form J/B and
J/Packet. Multiplied by the carbon intensity of the energy consumed, the resulting metrics are of
the form gCO2/B and gCO2/Packet. These are convenient linear metrics that help understand the
scale of the carbon footprint directly related to traffic. Operators, before communicating these
metrics, should multiply them by their power usage effectiveness (PUE) which is part of the scope
2 emissions of flows and contributes to greater variability between sites.
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Accuracy of power modeling. Surprisingly, the linear power model performed better than other
complex models especially, for generalization to real traces. The accuracy of this model has >96%
R2 score for both router-level and flow-level power modeling.
Packet rate is as important as throughput. Previous work focused on throughput-related
metrics. Packet rate was considered to have a small impact on the power. However, this study
shows that packet rate is as important as throughput to enhance the accuracy of the power model.
These two features are complementary and should be added together to boost the accuracy of
power prediction.
Flow-level carbon tracing deployment. Carbon tracing at the flow level is possible and can
be done based on existing router counters and monitoring tools. With the use of metrics intro-
duced in this study, tracing can be performed with high accuracy. The suggested deployment
solutions allow applications/users to (1) derive their carbon footprint accurately and (2) adapt their
routing/scheduling to greener paths or time intervals.
Consequential vs attributional carbon emissions.When quantifying the carbon savings of any
approach, it is important to differentiate between consequential and attributional carbon emissions
of flows. The debate around the different definitions of attributional carbon emissions should
be resolved between ISPs, content providers, and other key stakeholders. This study showed the
different scales of attributional carbon emissions. Despite the improvement in power proportionality
of routers, the idle power still makes up a large portion of power, which in turn makes the
attributional carbon emissions of flows significant.
Same flows, different paths, different carbon footprint. Quantifying the carbon footprint of
workloads in datacenters has been widely investigated in previous work, however, the network
part is often overlooked. This work helps to quantify the carbon footprint of traffic flows. The same
application, when run in different locations, may retrieve data from caches or datacenters through
different network paths. These varying paths involve different numbers and types of routers, as
well as varying energy sources, all of which influence the overall carbon footprint of the flow and
can lead up to 470% difference in emissions (Section 8).
Packet size effect. Using larger packet sizes in flows reduces the packet rate and consequently
the power. However, power peaks occur at specific packet sizes with maximum mismatch with the
bus width of routers. This is also well known to also degrade throughput [71].
Methodology for power modeling. The power measurements and modeling in this study em-
phasize the need for vendors to report power consumption across a range of packet sizes and
utilization. The methodology should be standardized, and the metrics should be included in equip-
ment datasheets. Alternatively, vendors may share optimized power models of their equipment.
Limitations. Our experiments are based on three monolithic routers, but with significant archi-
tectural diversity. Broader validation across other router classes, configurations and topologies
remains future work. Our results nonetheless point to consistent and reproducible relationships
between traffic and energy, establishing an empirical foundation for further standardization of
power models and carbon-aware networking.

10 Related Work
Several studies have examined energy and carbon efficiency in computing. The work in [38]
compares energy- and carbon-efficient strategies in cloud systems, showing that optimizing for
energy alone can be suboptimal. A carbon-aware scheduler for delay-tolerant batch jobs is proposed
in [10]. The work in [45] explores the potential carbon savings by allowing longer internet service
response time based on user preferences.
In terms of metrics, an old survey of sustainability metrics for distributed cloud networks was

done in [58]. Metrics including operational and embodied carbon per job were proposed in [31],
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which aim to measure the end-to-end sustainability footprint in data centers. The work in [26]
extends the metrics in [31] to AI-specific sustainability metrics with focus on the entire life cycle.
In terms of modeling, end-to-end energy tracing of requests in a datacenter was investigated

in [6] that suggested a GNN model to estimate energy consumption. Training of this model is
based on energy measurements API exposed by services used by the request. Similarly, the authors
in [20] introduced an ML method to approximate the cost of a data center execution for demand
response given the data center configuration (e.g., power, performance, and load characteristics).
Carbon modeling for workloads running on a data center server was studied in [37] using a game-
theoretic model. At the Linux-level, the work in [54] suggested using eBPF functions to efficiently
measure per-process energy consumption at millisecond-scale granularity. In [60], a carbon-aware
Linux-based framework was suggested to track carbon down to the level of requests.

In the context of networking, carbon tracing is less investigated. An illustration of carbon-aware
networks was introduced in [72] and highlighted the need for in-network telemetry at the flow level
to be able to tie carbon to applications and users. Energy-efficient and carbon-efficient approaches
are suggested in the context of routing: energy-aware routing [3, 16–19, 24, 43, 64, 68, 69] and
carbon-aware routing [15, 27, 36, 44, 48, 57, 61, 63, 67].

Initial modeling works for router’s power consumption include [25, 42, 66]. Power measurements
were conducted for multiple routers, but were limited to small traffic rates (up to 200 Gbps) and few
packet sizes. A unifiedmethod combining bottom-up and top-down energy estimation was proposed
in [40], though it does not explicitly account for the idle versus dynamic power characteristics of
network devices. In our work, we reiterate power measurements and present a recent and more
granular picture of the power variation of routers with respect to traffic properties and then extend
the analysis to the flow level. Furthermore, ongoing efforts in IETF to define green metrics for
networking [9, 22] only provide a high-level definition of metrics. Our work takes the definitions
one step forward, refines the metrics, and shows their accuracy, scale and realistic usage for carbon
tracing. This work aims to fill the gap for the flow-level energy and carbon metrics.

11 Conclusion
To leverage the benefits of carbon-aware networking requires carbon accounting at the flow
level. Power models at the router level are not enough. This paper introduced a carbon emissions
model for flows based on traffic statistics and network properties, derived from extensive power
measurements on monolithic routers. Our regression model has an R2 score >96% across all switch
types and traces and an absolute mean percentage error of only 3–7% tested on a various Google
services flows. The proposed model requires no hardware changes and can be deployed using
existing monitoring tools and counters. Combined with server-generated carbon emissions, our
model provides more holistic carbon footprint of networked applications.
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(HotCarbon).

A Counters and Metrics
Table 8 clarifies the counters and metrics needed for every carbon emissions scope of flows.

Table 8. Counters and Metrics per Carbon type
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