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ZeroNLG: Aligning and Autoencoding Domains
for Zero-Shot Multimodal and Multilingual
Natural Language Generation

Bang Yang*, Fenglin Liu*, Yuexian Zou, Xian Wu, Yaowei Wang, and David A. Clifton

Abstract—Natural Language Generation (NLG) accepts input data in the form of images, videos, or text and generates corresponding
natural language text as output. Existing NLG methods mainly adopt a supervised approach and rely heavily on coupled data-to-text
pairs. However, for many targeted scenarios and for non-English languages, sufficient quantities of labeled data are often not available.
As a result, it is necessary to collect and label data-text pairs for training, which is both costly and time-consuming. To relax the
dependency on labeled data of downstream tasks, we propose an intuitive and effective zero-shot learning framework, ZeroNLG, which
can deal with multiple NLG tasks, including image-to-text (image captioning), video-to-text (video captioning), and text-to-text (neural
machine translation), across English, Chinese, German, and French within a unified framework. ZeroNLG does not require any labeled
downstream pairs for training. During training, ZeroNLG (i) projects different domains (across modalities and languages) to
corresponding coordinates in a shared common latent space; (ii) bridges different domains by aligning their corresponding coordinates
in this space; and (iii) builds an unsupervised multilingual auto-encoder to learn to generate text by reconstructing the input text given
its coordinate in shared latent space. Consequently, during inference, based on the data-to-text pipeline, ZeroNLG can generate target
sentences across different languages given the coordinate of input data in the common space. Within this unified framework, given
visual (imaging or video) data as input, ZeroNLG can perform zero-shot visual captioning; given textual sentences as input, ZeroNLG

can perform zero-shot machine translation. We present the results of extensive experiments on twelve NLG tasks, showing that,
without using any labeled downstream pairs for training, ZeroNLG generates high-quality and “believable” outputs and significantly
outperforms existing zero-shot methods. Our code and data are available at https:/github.com/yangbang18/ZeroNLG.

Index Terms—Zero-shot Learning, Natural Language Generation, Multimodal Language Generation, Multilingual Language

Generation, Visual Captioning, Neural Machine Translation.
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INTRODUCTION

ATURAL language generation (NLG), also known as
Nthe data-to-text generation, aims to comprehend the
content of provided data, which may come in various forms
such as text [1]], image [2], and video [3]], and produce coher-
ent text in natural language automatically. NLG has a wide
range of applications, including image and video captioning
and machine translation. Due to its broad usage scenarios,
NLG has been receiving extensive research interests [4], [5],
[6], [7]. Existing NLG approaches usually adopt an encoder-
decoder framework [1], where the encoder calculates vector
representations for the input data, and the decoder employs
RNNs [8] or Transformers [9] to generate the target sen-
tences using the encoded representation. Such approaches
have demonstrated state-of-the-art performance in various
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natural language generation tasks [6], [10], [11], [12].

Most existing encoder-decoder-based approaches are
purely data-driven and their performance is heavily re-
liant on the volume and quality of available labeled data-
text pairs. However the acquisition of paired data can be
time-consuming and costly in real-world situations, and its
scarcity can prohibit the scale of models; with less restric-
tive approaches, we could dramatically increase the size
of available data used to train, and thereby substantially
enlarge model scalability to these increased dataset sizes. Al-
though numerous datasets of data-English pairs have been
made available publicly, the availability of data-text pairs
in non-English languages is often relatively uncommon or
may even be unavailable. Consequently, the lack of labeled
training data poses a significant challenge to developing
NLG models for non-English languages - contributing to the
highly uneven representation of less commonly-employed
languages, which can in itself be a barrier to “fair AI” that
would be usable by otherwise marginalized and under-
represented communities. For instance, to generate video
captions in Chinese/French/German or to translate Chi-
nese text into French/German, it is necessary to collect
video-Chinese/French/German sentence pairs or Chinese-
French/German sentence pairs, respectively. This problem
scales in difficulty when considering even less commonly-
encountered languages, many of which correspond directly
to less privileged communities. To relax the dependence on
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Fig. 1. During training, ZeroNLG first (i) projects different data across
modalities and languages to corresponding coordinates in a shared
common latent space; (ii) aligns their coordinates to bridge different
domains; Here S; and S; refer to the text in non-English text, e.g.
Chinese and Germany; (iii) performs unsupervised auto-encoding to
learn to generate/reconstruct text given the coordinate of input text in
this space. During inference, ZeroNLG encodes the input data acquiring
its coordinate in this space, which can be directly used to perform
zero-shot data-to-text generation (i.e., visual captioning and machine
translation) without the need for downstream labeled pairs.
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labeled data for downstream NLG tasks, in this paper we
propose the novel ZeroNLG framework, which is particu-
larly useful for non-English languages where data-text pairs
are limited in availability.

To conduct zero-shot NLG across different modalities
and languages, the core objective is to bridge the gap be-
tween various domains, e.g., vision and language domains,
English and Chinese domains, and Chinese and German
domains. To this end, as shown in Figure |1, we propose
the Cross-Domain Alignment pre-training objective, which
adopts Mean Square Error (MSE) and Info Noise Contrastive
Estimation (InfoNCE) [13] losses, to pre-train a vision en-
coder and a multilingual encoder. In this way, the aligned
and bridged domains can be used for zero-shot multimodal
and multilingual natural language generation. In implemen-
tations, we introduce a vision encoder, an English encoder,
and a multilingual encoder. The motivation for introducing
an English encoder comes from the fact that there are lots of
English-centric corpus, e.g., image-to-English datasets [14],
[15], video-to-English datasets [16], [17], and non-English-
to-English translation datasets [9], [18]], [19]. Therefore, we
introduce the English encoder to make use of the existing
English resources to pre-train the vision encoder and the
multilingual encoder. We first exploit the vision-English
pairs (D7) to pre-train the vision encoder and English en-
coder to align the vision and English domains. Then, we fix
the parameters of the English encoder and exploit the En-
glish - non-English, e.g., the English-Chinese pairs (D), the
English-German pairs (D3), and the English-French pairs
(D), to pre-train the multilingual encoder to align and bridge
domains between English and any language. It is worth noting
that the used datasets Dy, Dy, D3, and D, are independent
and can have no overlap, i.e., English text in D;, the English
textin Dy, the English text in D3, and the English text in Dy,
are separate sets and have no overlap. It means that there
are no pairs of vision and Chinese/German/French; Chi-
nese and German/French; German and French. Considering
that we have aligned the vision and English domains, our
method can align and bridge the vision and non-English domains
without training on the pairs of vision and non-English
text. Meanwhile, due to various non-English domains being
aligned with the English domain, the non-English domains,
i.e., Chinese, German, and French, are aligned with each other. As
a result, the ZeroNLG can align and bridge different domains
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across modalities and languages in a shared common latent
space without the training on downstream data-text pairs.

After aligning and bridging various domains, as shown
in Figure[1} we further propose an unsupervised training ob-
jective Denoising Language Reconstruction (DLR) to learn
to conduct zero-shot NLG. Here we present a multilin-
gual auto-encoder, including the pre-trained multilingual
encoder and a randomly initialized multilingual decoder.
The DLR aims to reconstruct the input sentences across
various languages. During training, our method samples the
English/Chinese/German/French sentences S1/S2/S5/S54
from D;1/Ds/D3/Dy, as input to learn to reconstruct the
input sentences in the S; — .S; (1 = 1,2, 3, 4) auto-encoding
pipeline. In the prediction stage, due to we have aligned
and bridged various domains, we can directly replace the
S; with images/videos V' as input to generate the zero-
shot visual captions for different languages in the V' — S;
(z = 1,2,3,4) pipeline. Meanwhile, we can perform the
zero-shot Chinese <> German, Chinese <> French, and Ger-
man <+ French machine translation by inputting .S; to the
model to generate the translation in the S; — S; (j # %)
pipeline. Overall, the proposed ZeroNLG can perform zero-
shot multimodal and multilingual natural language genera-
tion without the requirements of any downstream data-text
pairs for training. Besides, we can find that our method has
the potential to be easily extended to other languages (e.g.,
Swedish and Italian) by aligning and bridging the English
and target language domains. The extensive experiments on
various NLG tasks, including image captioning, video cap-
tioning, and machine translation, across English, Chinese,
German, and French, significantly prove the effectiveness of
the proposed ZeroNLG.

Overall, the contributions of this work are:

o We propose an effective method ZeroNLG to make
the first attempt to perform zero-shot multimodal
and multilingual natural language generation in a
unified framework, where the downstream training
pairs are not available.

e Our method bridges different domains across modal-
ities and languages by aligning them in a common
latent space; then learns to perform zero-shot lan-
guage generation by auto-encoding/reconstructing
the sentences in different languages.

o The extensive experiments and analyses on twelve
natural language generation tasks across multiple
languages show that our ZeroNLG can generate de-
sirable sentences without using any labeled down-
stream data-text pairs for training and significantly
outperforms existing state-of-the-art zero-shot learn-
ing methods.

2 RELATED WORKS

We introduce the related works from two aspects: i) natural
language generation and ii) zero-shot learning.

2.1 Natural Language Generation (NLG)

The goal of NLG is to automatically generate fluent and
accurate natural language text based on given input data
such as text [1]], images [2], and video [3].
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This is typically achieved using an encoder-decoder
framework where the encoder computes intermediate rep-
resentations of the input data and the decoder uses RNN
[8] to generate the final output. Attention mechanisms [20]],
[21], [22]], [23] have been proposed to provide the decoder
with full access to the source information, resulting in more
efficient use of the input data. In particular, fully attentive
models such as the Transformer [24] have been successful
in achieving state-of-the-art results in multiple NLG tasks
such as image captioning [25], [26], video captioning [27],
[28], and neural machine translation [18], [19]. However, to
efficiently train the data-driven models, most existing works
rely on pairs of input data and corresponding output text,
which could be difficult to obtain in the real world. Addi-
tionally, there has been relatively little research concerning
zero-shot learning.

2.2 Zero-shot Learning

Recently, few-shot learning [29] has received growing re-
search interests [30], [31], [32], [33], [34], [35]. Inspired by
the success of few-shot learning, several works [36], [37] ex-
plored such an approach for data-to-text NLG tasks, which
mainly include text-to-text and vision-to-text tasks.

In recent years, lots of zero-shot text-to-text machine
translation models have been proposed [36], [37], [38], [39],
[40], [41]. Typically, the source language and the target
language are mapped into a common latent space, where
sentences with the same semantic meaning are well aligned,
thus the zero-shot text-to-text translation can be carried
out. Another line of research focuses on the “prompt-based
learning” [42] of large language models (LLMs) that ac-
quire impressive sentence completion ability from massive
pre-training text data. By providing LLMs with a textual
template that consists of task-specific information [43], [44],
several in-context examples [12], [45]], or a chain of thoughts
[11], [46], [47], prompt-based methods can exploit the po-
tentials of LLMs to perform zero-shot or few-shot NLG.

For the vision-to-text task (i.e., visual captioning), zero-
shot learning is particularly difficult because of the great
disparities between the vision and the language domains,
as well as the distinct characteristics of each modality. As
a result, the zero-shot vision-to-text works [48], [49], [50],
[51], [52]], 53], [54], [55]], [56], [57] are relatively much less
and the overall frameworks are more complex than those
used for text-to-text tasks. For example, [48] proposed a
method to generate captions in a central language (Chinese)
and subsequently translate them into the target language
(English), without the training on downstream vision-text
pairs. However, this proposed method can not adopt visual
information from images to generate more robust captions
containing accurate visual details. [49] aligned and bridged
the vision and language domains with visual objects (e.g.,
girl, umbrella). To achieve it, it was necessary to employ
complex models and strategies to obtain higher-quality
vision captions, e.g. object detection model [58], image
reconstruction [49] and adversarial learning [59], in which
the detector is limited to a pre-defined set of objects. Nev-
ertheless, it does not incorporate other visual information,
e.g., attributes (wooden), relations (holding), and color (red))
to include more visual details to generate captions. [50], [60]
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used the scene graph to bridge the gap between the vision
and language domains. However, in order to construct an
accurate and reliable scene graph, they were obliged to
utilize Faster-RCNN [61] as the object detector, MOTIFS [62]]
as the relationship detector, and an additional classifier for
attribute identification [60]. [56], [63] require the adversarial
learning [59], [64] for training. Most recently, several works
[53], [54], [57] adopt LLMs like GPT [45], [65] for zero-shot
visual captioning. While these techniques are effective, they
have some drawbacks including the excessive parameteri-
zation of LLMs and a lack of adaptability to multilingual
environments. Overall, although the existing methods for
zero-shot vision-to-text have shown considerable progress,
they are hard to implement and still far from real-world
applications.

To this end, we propose the ZeroNLG framework. The
unique advantages of our method are i) it is simple but
highly effective, outperforming all existing zero-shot meth-
ods; ii) it can utilize the full information of input data to
perform zero-shot generation; iii) it can deal with various
NLG problems across modalities and languages within a
unified framework; iv) it could easily be extended to other
languages - we prove its effectiveness on Chinese, German,
and French. As a result, our method could have the potential
to promote the application of NLG, especially vision-to-text,
for various low-resource language applications.

3 APPROACH

We first formulate how ZeroNLG tackles zero-shot NLG and
then introduce two key components: cross-domain align-
ment and denoising language reconstruction.

3.1 Formulation

As shown in Figure 2} our ZeroNLG first aligns and bridges
different domains in a shared common latent space, then
performs unsupervised auto-encoding to learn to generate
text by reconstructing the input text. In implementations, we
choose English, Chinese, German, and French to evaluate
our approach. Therefore, we denote the vision data as V,
the English sentence as S, the Chinese sentence as Sy, the
German sentence as S3, and the French sentence as Sj.
As shown in Figure @ ZeroNLG includes four modules,
i.e., a vision encoder E,(:), an English text encoder E.(-),
a multilingual encoder E,,(-), and a multilingual decoder
Dy, (+). Our ZeroNLG is defined as follows:

L Eo (V) A5 B (S))

1 Ee(S1) A Em (S;)

. Em ( Sz) Re;onstruct S¢

m

Vision-English Alignment
Pre-training ¢ Cross-Lingual Alignment

Denoising Reconstruction

K, (V) Genel(‘a;e S]
Do (-
: Em(Si) ?—(;’ S;

Zero-shot Vision-to-Text
Zero-shot

Inference Zero-shot Text-to-Text

@
wherei,j =1,2,3,4, j # 7, S; denotes the target sentences.
It is worth noting that introducing the English text encoder
E.(-) has several merits: 1) we can make full use of exist-
ing English-centric resources, e.g., the pairs of vision and
English, and the pairs of non-English and English; 2) we
can adopt the English-centric pre-trained model, e.g., CLIP

Authorized licensed use limited to: Bodleian Libraries of the University of Oxford. Downloaded on June 04,2024 at 14:18:24 UTC from IEEE Xplore. Restrictions apply.

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Pattern Analysis and Machine Intelligence. This is the author's version which has not been fully edited and

content may change prior to final publication. Citation information: DOI 10.1109/TPAMI.2024.3371376

JOURNAL OF IATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 4
Pre-Training Zero-Shot Inference
A A
4 A4 N
V: Vision Input T Common Latent Space - .
. p . S = 1Yz} Visual Captioning
P Encoder
J el . Vision Multilingual
N ' Encoder Decoder
! 1 paired A A
§ 5 . v Multilingual
X Sy: English Text EIED IS Decoder
| Encoder i X
. i * Machine Translation
‘\\ ! paired RN
AN N \ - e
S;: English/ Chinese/ | _| Multilingual J [En/Zh/De/Ft], 1, , Mg'rf'c'gzg‘r’a' Mg“""(‘jgua'
German / French Text Encoder @ Vision Embedding ~<--+ Alignment ecoder
L — English Text Embedding (b) Denoising Language
(a) Cross-Domain Alignment Multilingual Text Embedding Reconstruction (c) Data-to-Text Generation

Fig. 2. The illustration of our proposed ZeroNLG, including two components: cross-domain alignment and denoising language reconstruction, where
the former aims to align and bridge different data in a shared common latent space and the latter aims to reconstruct the input sentences across
different languages, learning to generate sentences based on the embeddings in the common latent space. We rely on English-centric pairs for
training, i.e., vision-English, English-Chinese, English-German, and English-French, where the English texts in different sets have no overlap. During
inference, we can perform zero-shot natural language generation, including vision-to-Chinese/German/French captioning, and Chinese <+ German,

Chinese «+ French, and German <« French machine translation.

[66], as our basic model to boost the alignment of vision and
English domains. Such a continual learning scheme is a crit-
ical step towards sustainable Al [67]. After pre-training, our
ZeroNLG can directly perform zero-shot vision-to-text and
text-to-text in the Dy, (E, (V) — S; and Dy, (E,,, (S;)) — 5
pipelines, respectively. Therefore, the ZeroNLG can deal
with zero-shot NLG across modalities and languages within
a single framework without the requirement of downstream
labeled data-text pairs, which are not easy to acquire in the
real world, especially for non-English languages.

3.2 Cross-Domain Alignment

We introduce the Info Noise Contrastive Estimation (In-
foNCE) [13]] and Mean Square Error (MSE) losses to align
and bridge different domains. In particular, InfoNCE loss is
a type of contrastive loss function used for self-supervised
learning and has shown success in bridging the gap between
the visual and textual modalities [66], [68], [69]; MSE loss
minimizes the distance between two different distributions.

Given a batch of K English-centric training samples,
including K pairs of English text and Data, we denote the
encoded English text and Data of k™ training sample as
(sk, dr), where s = E.(S1). We take the vision data and the
text data in i™ language as an example, if the Data is vision
data, d = E,(V); if the Data is multilingual text data in it
language, d = E,,(S;). Therefore, the InfoNCE loss can be
formulated as follows:

pod i exp (st i) /7)
InfoNCE =YK exp((sk,di) /7)
K
Lt = —= 3 log —2 exP(<dk’s’“>/T’ @
K k=1 Zl=1exp(<dk7sl>/’r)

1
_ s—d d—s
LinfoNCE = 3 (‘CInfONCE + ‘CInfoNCE) ;

where the (-,-) and 7 denote the cosine similarity and a
temperature hyper-parameter [70], respectively.

The MSE loss can be deﬁned as follows:

Lyise = 2Kkzl||5k di||3, ®)
where || - ||2 denotes L2-norm.

By combing the InfoNCE and MSE losses, we obtain the
final training loss of the Cross-Domain Alignment (CDA):

Lcpa = A1 LinfoNce + A2 - Livisk, 4)

where A1, Ay € [0, 1] are hyper-parameters that control the
strength of each loss item. Through the above equation,
our method can align and bridge different domains in a
shared latent space, which provides a solid bias for zero-
shot natural language generation.

3.3 Denoising Language Reconstruction

After aligning multimodal and multilingual domains, the
next key step is to enable ZeroNLG to learn to generate
multilingual text. Here, we introduce an unsupervised ob-
jective dubbed Denoising Language Reconstruction (DLR)
to train ZeroNLG. Specifically, we adopt Transformer [24] as
the decoder to reconstruct S; (i = 1,2,3,4) in the S; — 5;
auto-encoding pipeline. In implementations, we first ran-
domly sample the sentences in i" language S;, then adopt
the multilingual encoder E,,(-) to acquire the coordinates
(i.e., embeddings) of input sentences in the latent space
E,,(S;), and finally adopt the multilingual decoder D, ()
to reconstruct the input sentences, defined as:

Si = Dm(Em(Si))v (5)

where E,,(S;) denotes the coordinates of input text in
the latent space. To train our method, we take the input
sentence as the ground truth to be generated, ie., S; =
{yo, 91,92, ...,ys,)}, where yo and |S;| denote the begin-
of-sentence token and the number of tokens, respectively,
and utilize the cross-entropy loss, which is widely used in
natural language generation problems:

|Si ]
Lorr = — Y _logp(yi | you—1;Em(Si)), (6)

=1
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where we implement gy, as a language-specific token fol-
lowing [71], [72] so that the decoder can be aware of which
language to be generated.

Data Corruption For vision-to-text, due to (i) the large
variations of images and videos caused by different object
attributes, occlusion, motion blur etc [73]; (ii) the great
disparities between the vision and the language domains
[74], we propose two data corruption strategies to further
improve the performance and robustness of our ZeroNLG.

In implementations, we simultaneously consider the in-
put and feature corruptions. For input corruption, we adopt
the masking strategy as in BERT [75] to randomly mask r%
tokens of the input sentences 5;, obtaining the corrupted
input sentences S;. As a result, the DLR process becomes:

S; = Dm<Em(S/’))’ 7)

?

For the feature corruption, we propose to add Gaussian
noise n ~ N(0,€) into the text features E,,(S;) (ie., the
coordinates) of input sentences \S;, acquiring the corrupted
features of input sentences E/, (S;) = E,, (S;) +n. Therefore,
the DLR process is re-defined as follows:

Through data corruption, we can encourage the model to
learn more robust latent representations, achieving strong
performance on zero-shot natural language generation.

4 EXPERIMENTS

In this section, we conduct experiments on multiple NLG
tasks, i.e., vision-to-text image captioning and video cap-
tioning, and text-to-text neural machine translation. We first
describe public datasets for pre-training and evaluation.
Then, we present the performance of our approach on zero-
shot multimodal and multilingual natural language genera-
tion across modalities and languages.

4.1 Experimental Setups
4.1.1 Datasets and Downstream Tasks

Pre-Training Datasets = The WebImageText [66], [76]
dataset (WIT) is used for vision-English alignment. WIT
consists of 400 million image-English text pairs collected
from the internet. For ease of experimentation, we directly
use CLIP [66] pre-trained on WIT. Besides, the CC3M
dataset [77] is used for cross-lingual alignment and denois-
ing language reconstruction. For CC3M consisting of 3.3M
English (En) sentences, as we consider three non-English
languages: Chinese (Zh), German (De), and French (Fr), we
split the corpus into three non-overlapping splits, each of
which contains 1.1IM English sentences and is translated
to the corresponding language via Google Translator [78].
As a result, we can acquire 1.1IM En-Zh pairs, 1.1M En-De
pairs, and 1.1M En-Fr pairs. Moreover, we randomly sample
a subset of 1.1M English sentences from CC3M to ensure
that the data (En, En-Zh, En-De, En-Fr) for pre-training is
balanced.

It is worth noting that more strong and robust per-
formance could be achieved by using large-scale human-
annotated translation datasets. In our experiments, we find

TABLE 1
Pre-training and testing datasets used for experiments. It is worth
noting that the four English corpora used for pre-training are
independent and can have no overlap. For English application
scenarios, as the training data and testing data are from different
domains and we also do not use any downstream data for training, we
can still consider the evaluation on the English corpora as zero-shot
NLG, as in the existing works [53], [54], [55], [57], [79]. As a result, we
evaluate ZeroNLG on twelve tasks across modalities and languages.
As there are no human-annotated datasets available for the video to
German/French tasks, we report the qualitative results in Figure[4]

Data-Text Pairs Pre-training Testing
« Image-English WIT [66], [76] MS-COCO [14]
f; g English-Chinese CC3M-Zh [77]  En-Zh [80]
o & English-German  CC3M-De [77]  WMT16 [81]
;5 8 English-French CC3M-Fr [77] WMT17 [82]
Video-English - MSR-VTT [16]
Video-Chinese - VATEX-Zh [17]

Image-Chinese -
Image-German -
Image-French -

Flickr30k-Zh [80]
Flickr30k-De [83]
Flickr30k-Fr [83]

Non-English
Corpora

Chinese-German - WMT16 [81]
Chinese-French - WMT17 [82]
German-French - WMT17 [82]

that our approach can achieve state-of-the-art zero-shot re-
sults with the machine-translated sentences, thus we do not
attempt to utilize more human-labeled high-quality datasets
for pre-training. Therefore, our model is not limited to the
currently used pre-training data.

Downstream Tasks and Datasets As shown in Table
we consider two types of natural language generation tasks:
visual captioning and machine translation. We focus on four
languages, i.e., Chinese, German, French, and English. For
visual non-English captioning, we report performance on
video-to-Chinese, image-to-Chinese, image-to-German and
image-to-French directions using VATEX-Zh [17]], Flicrk30k-
Zh [80]], Flickr30k-De [83], and Flickr30k-Fr [83] datasets,
respectively. For visual English captioning, we utilize the
widely-adopted MSR-VTT [16] and MS-COCO [14] datasets
to measure the performance of video-to-English and image-
to-English, respectively. For evaluating the performance of
our method on machine translation, we only adopt hu-
manly translated and annotated data. We obtain the trans-
lation pairs used for evaluation from the WMT16 [81] and
WMT17 [82] machine translation competitions and English-
Chinese dataset [80], including (a) English-Chinese pairs, (b)
English-German pairs, (c) English-French pairs, (d) Chinese-
German pairs, (e) Chinese-French pairs, and (f) German-
French pairs. For data preparation, we adopt the official
splits to split the datasets and only adopt the testing set
to evaluate the zero-shot performance of our approach.

4.1.2 Metrics

For visual captioning in English, we follow the common
practice in the literature to report BLEU-4 [84], METEOR
[85], ROUGE-L [86] and CIDEr [87]]. We also include the
SPICE metric [88] for the image-to-English generation. For
visual non-English captioning, METEOR and SPICE met-
rics are excluded because they consider synonym matching
and named entity recognition in English by default. All
metrics are computed by the widely-used Microsoft COCO
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TABLE 2
Performance of zero-shot vision-to-text visual captioning across three non-English Languages, i.e., Chinese, German, and French. B-4, R-L, and C
are short for BLEU-4, ROUGE-L, and CIDEr, respectively. Higher is better in all columns. All previous works can not deal with zero-shot captioning
for non-English languages. For comparison, we re-implement three state-of-the-art zero-shot English captioning models equipped with Google
Translator and a state-of-the-art machine translation model NLLB-200. As we can see, our ZeroNLG can simultaneously generate desirable visual
captioning across different languages in a single unified framework and achieves the best zero-shot results.

Video-to-Text

Image-to-Text

Methods Year Chinese Chinese German French
B-4 R-L C B-4 R-L C B-4 R-L C B4 R-L C

CoCa [55] + Google Translator 2022 14 153 43 29 19.0 9.8 3.5 203 110 24 15.1 19.8
CoCa [55] + NLLB-200 |7] 2022 00 116 12 08 132 26 33 205 105 23 153 188
CLIP-Re[54] + Google Translator 2022 27 208 9.6 29 237 152 21 216 131 18 155 219
CLIP-Re [54] + NLLB-200 [7] 2022 0.8 16.1 2.8 1.1 175 4.6 22 21.7 128 19 156 214
CapDec [52] + Google Translator 2022 29 223 51 47 266 139 54 267 169 25 182 232
CapDec [52] + NLLB-200 [7] 2022 09 171 19 18 193 47 52 270 169 25 185 236
ZeroNLG Ours 7.1 29.6 9.8 8.4 31.8 18.0 5.7 272 171 2.8 18.6 248

Evaluation Server [14], where we use different toolkits to
segment Chinese, German, and French sentences (as intro-
duced next). For machine translation, we report the widely
adopted BLEU [84] measured by the SacreBLEU toolkit [89].

4.1.3 Implementation Details

As shown in Eq. [I} ZeroNLG includes a vision encoder, an
English text encoder, a multilingual encoder, and a multilin-
gual decoder. We implement them as follows.

» Vision Encoder E,(-) and English text encoder E,(-):
following existing works [52], [53], [54], [57], [66], we
adopt the pre-trained and frozen CLIP [66], which is
composed of a ViT-B/32 model [90] and a decoder-
only text encoder [91], to implement our vision en-
coder and English text encoder. Such practice can
substantially save computing resources and energy,
which is a critical step towards sustainable Al [67].

o Multilingual encoder E,,(-): we adopt the pre-
trained multilingual DistilBERT [92] as the multilin-
gual encoder, which adopts WordPiece embeddings
[78] and has a vocabulary of size 119,547.

o Multilingual decoder D,,(:): we implement it as
Transformer decoder [24] with 768 model dimen-
sions, 12 attention heads, 3 layers, and the same word
embeddings as that of the multilingual encoder.

For the English text encoder, we extract global features
from the position of the end-of-sentence token following
CLIP. For the multilingual encoder, we truncate sentences
into a maximum length of 128 and follow sBERT [93]
to obtain mean pooled global features. We use AdamW
[94] with L2 weight decay of 0.01 to train models for 3
epochs. We set the learning rate fixed to 2e-5 after 5K
warm-up iterations. The batch size is 128 for cross-domain
alignment and 32 for language reconstruction. Based on the
validation performance, we set » = 0 and ¢ = 0.1 for
visual captioning and r = 5 and € = 0.01 for machine
translation. {A1, A2} = {1,0} (Eq. [I) is used in CLIP for
vision-English alignment. For cross-lingual alignment, we
set {A1, A2} = {0, 1} (see Table E]) We use the Jieba toolkitﬂ
to segment Chinese sentences, and use the CoreNLP toolkit
[95] for German and French sentences. When processing

1. https:/ / github.com/fxsjy /jieba

videos, we uniformly sample 8 frames. We use beam search
with a beam size of 3 to generate texts. Our ZeroNLG can
be trained on only an NVIDIA T4 card within 18 hours.

4.2 Zero-shot Vision-to-Text (Visual Captioning)

Vision-to-Non-English ~ We conduct the experiments on
three non-English languages, i.e., Chinese (Zh), German
(De), and French (Fr). In detail, we adopt the VATEX-Zh [17]
to report the performance on video-to-Chinese; adopt the
Flickr30k-Zh [80]], Flickr30k-De [83], and Flickr30k-Fr [83]
to report the performance on image-to-Chinese, image-to-
German, image-to-French, respectively.

Since all previous works can not deal with zero-shot
visual captioning tasks for non-English languages, we re-
implement three existing state-of-the-art zero-shot English
captioning methods, i.e., CoCa [55], CLIP-Re [54], CapDec
[52], and equip them with strong machine translation mod-
els to generate non-English captions. In implementations,
we use CoCa (ViT-B/32 variant) pre-trained on LAION-
2B [96] and released by OpenCLIP [97], and re-implement
the CLIP-Re and CapDec on the same corpus as ours.
For translation, we adopt a commercial translation product
Google Translator [78] and a recent state-of-the-art machine
translation model NLLB-200 [7].

Table [2| reports the zero-shot visual captioning results
across Chinese, German, and French. As we can see, our
approach achieves the best zero-shot results across all met-
rics and languages. For video captioning, our proposed
ZeroNLG consistently outperforms the existing zero-shot
captioning methods. In detail, it achieves up to 4.2%, 7.3%,
and 0.2% absolute improvements compared to previous
best results in terms of BLEU-4, ROUGE-L, and CIDEr, re-
spectively. For image captioning, our ZeroNLG successfully
surpasses all baselines across all languages by up to 18.4%,
1.2%, and 5.1% relative improvements on the CIDEr metric
in terms of Chinese, German, and French, respectively. In
brief, the above results significantly prove the effectiveness
of our approach ZeroNLG in dealing with zero-shot multi-
modal and multilingual natural language generation within
a unified framework.

Vision-to-English Considering that several zero-shot En-
glish captioning methods have been proposed [53], [54],
[55], [57], [79]], for comparison with these existing works,
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TABLE 3
Performance of zero-shot vision-to-text visual captioning in English. ¥: Our re-implementations. *: Pre-trained on LAION-2B |96] that consists of 2
billion image-English text pairs. T: SMs [57] needs to call GPT-3 API which is quite time-consuming. Therefore SMs [57] only reported their
performance on 100 randomly sampled test instances. To conduct a fair comparison, we report the result of ZeroNLG on the same 100 test
instances used by SMs. As we can see, our approach outperforms previous state-of-the-art zero-shot methods on most metrics.

Video-to-Text (English) Image-to-Text (English)

Methods Year  Pre-trained Backbone

B4 M R-L C B-4 M R-L C S
CapDeCi [52] 2022 CLIP 7.3 14.1 33.5 8.4 8.8 13.5 33.0 25.0 7.9
ZeroCap? [53] 2022 CLIP + GPT-2 23 108 231 7.3 1.8 9.1 197 144 5.0
MAGIC [54] 2022 CLIP + GPT-2 5.5 13.3 35.4 74 5.2 12.5 30.7 18.3 5.7
EPT [79] 2022 CLIP + GPT-2 3.0 14.6 27.7 11.3 - - - - -
CoCa* [55] 2022 CLIP-like* 34 10.2 215 5.6 5.2 11.2 242 16.7 6.8
ZeroNLG Ours CLIP 8.7 15.0 35.4 9.9 9.6 14.4 34.9 29.9 8.7
SMst 1571 2023 CLIP + GPT-3 - - - - 10.0 16.2 36.1 50.1 10.8
ZeroNLG Ours  CLIP - - - - 120 157 381 516 111

TABLE 4

Performance of zero-shot machine translation across English (En), Chinese (Zh), German (De), and French (Fr). We report the BLEU metric
measured by the SacreBLEU toolkit [89]. Higher is better in all columns. — and <+ denote the translation direction. (-) is calculated by comparing
with our method in terms of the sentence pairs used for pre-training. Our approach achieves encouraging performance with less number of
parameters and pre-training pairs. More importantly, these listed works can not deal with vision-to-text multimodal NLG tasks.

En-Zh En-De En-Fr Average Zh-De Zh-Fr De-Fr Average
Methods Year #Params #Sentence Pairs
-+ <+ = < — <+ English —+ <+ — <+ — <« NonEnglish
mBART-50 [71] 2020 6109M  203.7M (62x) 18.9 125 324 340 304 411 28.2 69 03 42 17 76 179 6.4
M2M-100 [72] 2021 4839M  7.5B (2,000x) 164 105 245 302 30.7 364 24.8 85 133 6.8 149 226 235 14.9
NLLB-200 [7] 2022 617.2M  18B (5,000x) 63 128 375 39.8 498 46.8 322 10.7 41 57 49 342 308 14.7
ZeroNLG Ours  165.0M  3.3M (1x) 147 88 205 21.1 220 246 18.6 73 119 52 162 167 185 12.6

we further conduct the experiments on zero-shot vision-
to-English to verify the effectiveness of our approach. In
particular, for a fair comparison, we follow previous works
to conduct experiments on the MSR-VTT video captioning
[16] and MSCOCO image English captioning [14] datasets.
It is worth noting that the training data and testing data
are from different domains, therefore, like previous works
53], [54], 551, [57], [79], we can consider this evaluation as
zero-shot English captioning.

As shown in Table[3} our method ZeroNLG substantially
outperforms existing state-of-the-art zero-shot methods. For
example, on image captioning, our approach can outper-
form all previous works, several of which incorporate a
large language modeling model — GPT [45], [65]. On video
captioning, although EPT [79] achieves a better CIDEr score
than ours (11.3 vs. 9.9), it needs more time to generate a
caption for each video (> 1 minute in EPT vs. < 1 second in
ZeroNLG). The vision-to-English experiments further prove
the effectiveness of our approach, which achieves state-of-
the-art zero-shot results across different languages.

4.3 Zero-shot Text-to-Text (Machine Translation)

To further prove the effectiveness of our approach, we con-
duct six zero-shot machine translation tasks across English
(En), Chinese (Zh), German (De), and French (Fr), i.e., En-
Zh, En-De, En-Fr, Zh-De, Zh-Fr, De-Fr. We report the results
on Table[d] We compare our ZeroNLG with three pre-trained
large language models (LLMs) designed for neural machine
translation: mBART-50 [71]], M2M-100 [72], and NLLB-200
[7]. In detail, M2M-100 and NLLB-200 are respectively pre-
trained on around 7.5B and 18B many-to-many training

pairs, including En-Zh, En-De, En-Fr, Zh-De, Zh-Fr, and
De-Fr, while mBART-50 and our ZeroNLG are only pre-
trained on English-centric training pairs, i.e., En-Zh, En-De,
and En-Fr, without any Zh-De, Zh-Fr, De-Fr training pairs.
Nevertheless, due to the training set and testing set being
from different domains, we can consider all these LLMs and
our ZeroNLG as zero-shot machine translation models.

As shown in Table[d} our approach shows potential when
compared with the existing state-of-the-art LLMs, which
adopt more model parameters and training pairs. Especially,
without the downstream pairs for training, our ZeroNLG
can significantly outperform the mBART-50 model, across
all non-English translation tasks. For the Zh«Fr task, our
ZeroNLG achieves the best results. It further proves the ef-
fectiveness of our method in dealing with zero-shot machine
translation, where the downstream pairs are not available.

Overall Combining the results of zero-shot vision-to-text
and text-to-text results, we can conclude that our proposed
ZeroNLG can perform zero-shot multimodal and multilin-
gual natural language generation in a single framework and
outperform previous state-of-the-art zero-shot methods. The
advantages under the scenarios without any downstream
labeled data-text pairs show that ZeroNLG might be applied
to other low-resource languages (Swedish, Italian, etc.).

5 ANALYSIS

To understand the effect of each component in our frame-
work, we conduct several analyses in this section. We focus
on the more challenging task, i.e., vision-to-text visual cap-
tioning, to perform the analysis.
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Fig. 3. Results of vision-to-text visual captioning with respect to different ratios of downstream data used for training. The absolute margins between
our model and the state-of-the-art (SoTA) model ClipCap [|4] are shown with the polyline. Our method consistently and significantly outperforms the

SoTA under the very limited pairs setting (i.e., 0.01%, 0.1%, and 1%).

TABLE 5
Quantitative analysis of our ZeroNLG, which consists of the cross-domain alignment (CDA) and denoising language reconstruction (DLR).

DLR Video-to-Text Image-to-Text

Setting CDA Data Languages English (En) Chinese (Zh) English (En) Chinese (Zh) German (De)  French (Fr)

Corruption En Zh De Fr B4 M RL C B4 RL C B4 M RL C S B4 RL C B4 RL C B4 RL C
Full v Vv v Vv v v 87 150 354 9.9 71 29.6 9.8 9.6 14.4 349 299 8.7 84 318 180 57 27.2 171 28 18.6 24.8
(a) vV - v v v + 15 102 248 37 79 186 29 10 77 190 57 3.0 07 177 35 0.0 152 35 05 101 8.0
(b) - 4 vV v v v 06 75 227 05 00 168 05 07 53 158 1.0 1.0 0.0 149 07 00 114 07 00 72 28
© - - v vV VvV Fail
(d) 4 Vv Vv 73 146 340 90 - - - 93 142 343 275 83 - - - - - - - - -
(e) 4 Vv Vv - - - - 64 281 86 - - - - - 80 304 175 - - - - - -
() v 4 4 - - - - = - = - - - - - - - - 36 253 138 - - -
(g) Vv 4 v - - S T - - - - - - - - - 23 178 212

TABLE 6

Impact of encoder choices, the number of decoder layers (L), the corpora for cross-lingual alignment (CLA), and loss designs (A1, A2) of CLA. We
perform the analysis on the image-to-text visual captioning under different languages and report the CIDEr scores. Default settings are highlighted
in a gray background. As we can see, our ZeroNLG can benefit from more advanced pre-trained multilingual encoders, decoders with larger
capacities, and proper pre-training corpora.

Encoder En Zh De Fr L En Zh De Fr Corpora En Zh De Fr A X2 En Zh De Fr
mDistilBERT 29.9 18.0 17.1 24.8 3 299 18.0 17.1 24.8 (1) CC3My1, 299 18.0 17.1 24.8 0 1 299 18.0 17.1 24.8
mBERT 32.0 19.4 18.0 269 6 31.0 19.0 179 26.2 (2) WMTy, 212 147 93 132 0.1 1 286 189 15.0 236
XLM-R 28.7 185 16.5 23.9 12 321 19.2 19.3 28.8 2)— (1) 31.6 19.5 17.0 26.4 1 1 275 163 126 22.8
SBERT* 32.7 20.1 18.0 27.1 24 344 19.8 21.2 30.9 1) —(2) 294 18.0 142 214 1 01 249 154 13.1 207

None 1.0 07 07 28 1 0 231 142 103 19.1

*: paraphrase-multilingual-mpnet-base-v2

5.1 Semi-Supervised Learning

To further prove the effectiveness of our method, we pro-
pose to utilize a few labeled downstream data-text pairs
for fine-tuning. To this end, in Figure |3, we evaluate the
performance of our approach on visual captioning across
English, Chinese, German, and French with respect to the
increasing amount of paired data. For a fair comparison,
we also re-train the state-of-the-art (S0TA) model ClipCap
[4] using the same amount of downstream data-text pairs
and the same architecture as our model. As we can see, our
ZeroNLG can be significantly boosted with few downstream
labeled pairs and outperforms the SoTA under all ratios of
data used for training. More importantly, i) without any
downstream pairs for training (0%), our ZeroNLG can even
significantly surpass the SoTA trained with 10% down-
stream pairs by 6.1% absolute CIDEr score on image-to-
French; ii) under very limited pairs settings, e.g., 0.01% and
0.1%, our approach can outperform the SoTA trained with
1% downstream pairs on all vision-to-text tasks. The strong

—: sequential training

performance of our ZeroNLG under the very limited pairs
setting proves the effectiveness of our approach in relaxing
the reliance on the downstream pairs to provide a solid basis
for natural language generation, which is particularly useful
for low-resource language applications, where the labeled
data-text pairs are scarce and hard to collect.

Overall, with very limited labeled downstream training
pairs, our method can be efficiently fine-tuned and deployed
on low-resource language applications. Such capacity could
improve the practicality of natural language generation in
real-world applications, and contribute to marginalized and
under-represented communities.

5.2 Quantitative Analysis

In this section, we conduct a quantitative analysis to under-
stand the contributions of each component in our approach.

Ablation study As shown in Table removing our
components significantly degrades the performance across
different languages, which demonstrates the effectiveness of

Authorized licensed use limited to: Bodleian Libraries of the University of Oxford. Downloaded on June 04,2024 at 14:18:24 UTC from IEEE Xplore. Restrictions apply.

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Pattern Analysis and Machine Intelligence. This is the author's version which has not been fully edited and

content may change prior to final publication. Citation information: DOI 10.1109/TPAMI.2024.3371376

JOURNAL OF IATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015

Ground
Truth

CapDec | silhouette of a man sitting on a bench at sunset

aman and his dog watch the sunset from a bench

English: a man and a dog sitting on a bench at sunset

Chinese: — /N5 A b9 A FE AT FAY BB

(portrait of a man and his dog sitting on a bench)
ZeroNLG . . . .

| German: Ein Mann sitzt auf einem Stuhl und schaut in
(Ours) B N "

(a man sits on a chair and looks into)

French: homme assis sur un banc et regardant le coucher

du soleil (man sitting on a bench and watching the sunset

(@)
Ground
Truth
CapDec | children playing on the beach
English: children running in the sand on the beach
Chinese: B {17E70o EFep
(children are running on the beach)

two smiling kids walking on sand

ZeroNLG T = =
(Ours) German: Kinder, die am Strand spazieren gehen

(children walking on the beach)
French: enfants heureux jouant sur la plage
(happy children playing on the beach

(©

Ground
Truth
CapDec | the bride and groom in pink dresses
English: cute little girl in a pink dress
Chinese: ZFHE A EIERIBART LA
(a beautiful girl in a pink dress)
ZeroNLG N - T )
(Ours) German: ein Madchen in einem rosa Kleid
(a girl in a pink dress)
French: jolie fille en robe rose avec un bouquet de fleurs
(a beautiful girl is wearing pink clothes with a bunch of flowers)

(b)

a girl wears a pink dress and has long flowing hair

Ground
Truth

CapDec | actor attends the premiere of romantic comedy film
English: bride and groom kissing each other in a wedding dress
Chinese: $TIRFIHTARFEAEAL B 5%
(bride and groom dancing at the wedding)

ZeroNLG | German: Braut und Bréiutigam tanzen withrend der Zeremonie
(Ours) | (Bride and groom dancing during the ceremony )

a couple singing and enjoying their wedding

French: l'acteur et sa femme assistent a la premiére pendant le
festival
(a actor and his wife attend the premiere during the film festival)

(d)

Fig. 4. The examples of visual captions generated by the state-of-the-art zero-shot model [52] and our ZeroNLG model for different languages, i.e.,
English, Chinese, German, and French, under the zero-shot setting. For better understanding, we add English translations below the non-English
captions in brackets. We highlight accurate keywords and wrong details. As we can see, ZeroNLG can generate accurate and vivid descriptions

with more visual details across languages.

our proposed methods for zero-shot natural language gen-
eration (NLG). In particular, both settings (b) and (c) show
that when removing the cross-domain alignment, the model
fails to accurately perform zero-shot NLG, which indicates
the importance of bridging different domains for zero-
shot NLG. By comparing Full and setting (a), we can find
that data corruption strategy can bring significant improve-
ments. It can be explained that the data corruption strategy
in language reconstruction can encourage the model to
efficiently bridge the domains and learn more robust latent
representations. We verify it in the following visualization.
Overall, the ablation study proves our arguments and the
effectiveness of the proposed components.

Effect of the number of languages By comparing the
performance of Full and settings (d-g) in Table [5} we can
find that adding more languages successfully enables our
ZeroNLG to not only deal with multiple language appli-
cation scenarios within a single unified framework but
also consistently boost the performance of each language
application scenario across all metrics. The improved results
show that the different knowledge from different language
texts can be unified in our ZeroNLG to achieve a better lan-
guage understanding, producing an overall improvement
across all metrics regardless of the downstream language
application scenarios.

Effect of encoder choices We compare different pre-
trained multilingual encoders, including multilingual Distil-
BERT [92]] (mDistilBERT), multilingual BERT [75|] (mBERT),
XLM-RoBERTa [98] (XLM-R), and sentence BERT [93]
(sBERT). All these models are base-size. As we can observe
from Table [, mBERT outperforms mDistilBERT due to a
larger capacity. Surprisingly, XLM-R obtains inferior perfor-
mance, possibly because it can not measure semantic textual
similarity well"} By contrast, SBERT — the model that has
been pre-trained on a sentence similarity task, performs the
best among all variants. Thus, our ZeroNLG is not limited
to the default encoder choice (i.e., mDistilBERT) and can
benefit from a more sophisticated encoder like sBERT.

2. https:/ /www.sbert.net/examples/training/multilingual.

Effect of decoder capacities The decoder of our ZeroNLG
is shallow (i.e., L = 3 layers) by default. We here ablate dif-
ferent L in Table[6} where we can observe gradually boosted
performance as L increases. Therefore, our ZeroNLG can be
improved by a larger decoder capacity. It not only proves
that more model parameters or stronger decoders can lead
to further improvements, but also shows the potential of
our ZeroNLG, which could be further improved by directly
scaling up the model parameters.

Effect of corpora Apart from the cross-lingual alignment
corpus introduced in Section[f.1.7] (abbreviated as CC3My1),
we here consider translation data that focuses on news text
for comparison and construct a corpus dubbed WMTy;,
of the same data scale as CC3Myz,. From Table [g we can
observe that although using WMTyy, is not as competitive
as CC3My1, due to substantial distribution shifts, it still
achieves obvious performance gains compared with not
using any corpora. Besides, switching the training orders
of WMTyy, and CC3Myy, can produce encouraging results,
proving the robustness of our model to training. More
importantly, sequentially training on WMTyy, and CC3Myy,
(ie, “(2) — (1)”) yields generally the best results. This
demonstrates the importance of pre-training on corpora
with gradually decreasing distribution shifts.

Effect of loss designs In Table [, we evaluate the effect
of the InfoNCE loss (A1) and the MSE loss (A2) when
performing cross-lingual alignment. We can observe that
A1 > 0 suffers from performance degradation compared
with Ay = 0. We speculate that this is because contrastive
learning requires a large batch size to include sufficient
(hard) negative samples [99]], which is hard to realize in
our case due to resource restrictions. In contrast, {1, A2} =
{0, 1} is compute-friendly and performs the best.

5.3 Visualization

To better understand our method, in Figure 5] we adopt
t-SNE [100] to visualize vision and multilingual embed-
dings. For comparison, we consider (a) the Base model
(i.e., without our proposed CDA and DLR), (b) the Base
model with CDA, and (c) our ZeroNLG. As we can see,
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English Chinese German French Vision

(a)

Fig. 5. We show the t-SNE visualization [100] of vision and multilingual
embeddings. We plot the scatter diagrams with 200 samples for each
modality and language. For comparison, we show the embeddings
learned by (a) the Base model (i.e., without our CDA and DLR), (b) the
Base model with CDA (Eq.[T), and (c) our full model ZeroNLG.

for the Base model, although the embeddings belonging to
the same domain are well-clustered, there is a clear gap
between different domains. With CDA, texts in different
languages are well-aligned with each other whereas vision
and text domains still exhibit disparities, possibly because
contrastive learning converges to local minima [101]]. Finally,
by considering data corruption during DLR, our ZeroNLG
can align and bridge different domains across modalities
and languages well.

5.4 Qualitative Analysis

In this section, we conduct a qualitative analysis in Figure 4]
to intuitively understand our proposed ZeroNLG.

Case study In Figure[d] we give four examples to compare
our proposed ZeroNLG with the state-of-the-art (SoTA)
zero-shot model CapDec [52]]. Both models are trained on
the same pre-training corpus and have no access to down-
stream vision-text data. As we can observe, under the zero-
shot setting, the SOTA can not well describe the vision con-
tent and generates several wrong descriptions (Red-colored
text), failing to depict some important visual objects, e.g.,
“dog” in (a), “girl” and “flowers” in (b), and “bride and groom”
in (d), while our approach can generate fluent and “be-
lievable” captions containing these important objects. More
encouragingly, the captions generated by our ZeroNLG are
well supported by accurate visual details, e.g., “beautiful”
and “cute” in (b), “happy” in (c), and “wedding” in (d). Be-
sides, considering that there are no public human-annotated
datasets available for the video to German/French tasks, the
capacity of our ZeroNLG in generating reasonable German
and French captions is encouraging. Overall, our approach
can generate high-quality and desirable outputs for different
languages within a unified framework. It further proves our
arguments and the effectiveness of our proposed approach.

Error analysis We further perform the error analysis to
analyze our ZeroNLG. As we can see, our model suffers
from several common drawbacks: i) generating repeated
or incomplete sentences, e.g., “in the sand on the bench”
and the German sentence in (a); and ii) misunderstanding
objects and scenes in some cases, e.g., the French sentence
in (d). They can be attributed to the lack of detailed vi-
sual relationships and accurate visual information. We may
alleviate these drawbacks by introducing a visual object
extractor and a scene graph, where the former predicts a
set of visual objects and the latter models the relationships
between objects. Both of them are widely used in previous
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zero-shot methods [49], [50], [60]. However, it is unlikely to
be avoided completely, as these drawbacks are common in
natural language generation [102].

6 CONCLUSIONS AND FUTURE WORKS

In this work, we make the first attempt to achieve zero-shot
multimodal and multilingual natural language generation
in a unified framework. To this end, we propose the intuitive
ZeroNLG approach, which first exploits English-centric data
to align and bridge different domains across modalities and
languages, and then auto-encodes languages to learn to
perform zero-shot NLG. Our experiments demonstrate that,
without any available downstream data for training, Ze-
roNLG can produce desirable outputs given various forms
of input data, i.e. images, video, and text. Extensive inves-
tigation of performance with twelve NLG tasks, including
image captioning, video captioning, and neural machine
translation, demonstrate the effectiveness of our approach,
and where we conclude that ZeroNLG significantly outper-
forms previous state-of-the-art zero-shot methods within a
single framework.

Future works: Substantial research avenues exist in i)
further aligning with various types of images, such as
artwork and 3D renderings, to perform the image-to-image
translation and text-to-image translation (i.e., image genera-
tor) within a unified framework; ii) further boosting perfor-
mance by learning and unifying knowledge from various
different languages (and images). We note in passing that
our proposed method can be improved by incorporating
more languages, which has been shown in Table El We
emphasize the applicability of this method in improving the
manner in which we offer data-to-data mappings for under-
represented languages and communities, which is an area
of particular future opportunity in promoting “fair AI”.
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