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Abstract—Performance in an engineering system tends to
degrade over time due to a variety of wearing or ageing
processes. In supervisory controlled processes there are typically
many signals being monitored that may help to characterize
performance degradation. It is preferred to select the least
amount of information to obtain high quality of predictive anal-
ysis from a large amount of collected data, in which labeling
the data is not always feasible. To this end a novel unsupervised
feature selection method, robust with respect to significant mea-
surement disturbances, is proposed using the notion of “weak
monotonicity” (WM). The robustness of this notion makes it
very attractive to identify the common trend in the presence of
measurement noises and population variation from the collected
data. Based on WM, a novel suitability indicator is proposed
to evaluate the performance of each feature. This new indica-
tor is then used to select the key features that contribute to
the WM of a family of processes when noises and variations
among processes exist. In order to evaluate the performance of
the proposed framework of the WM and suitability, a compara-
tive study with other nine state-of-the-arts unsupervised feature
evaluation and selection methods is carried out on well-known
benchmark datasets. The results show a promising performance
of the proposed framework on unsupervised feature evaluation
in the presence of measurement noises and population variations.

Index Terms—Robust feature selection, suitability, unsuper-
vised feature evaluation, weak monotonicity (WM).
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I. INTRODUCTION

MANY engineering systems naturally have monotonic
characteristics (or trends) when ageing cannot be

ignored, such as various types of wear encountered in industry
from surface fatigue to corrosion and cracking [1], [2]. The
existence of trends plays an important role in predicting future
behaviors or predictive analysis [3], [4]. However, the trends
may be not always visible from corrupted measurements. This
work focuses on identifying key features that contribute to the
trends of the system when noises and uncertainties exists.

Many existing techniques have been proposed to select key
features from data measurements. Feature selection mainly
focuses on choosing a small number of representative features
from the original feature set [5]. It plays an important role in
reducing dimensionality, and leads to an improved efficiency
in modeling [6]. Various supervised learning algorithms have
been proposed if the available dataset is labeled, such as the
Fisher criterion [7], the Pearson correlation [8], and feature
selection with the sequential forward and sequential backward
method [9].

It is highlighted that feature selection is different from
feature learning, which learns features from datasets with
transformation or latent learning. There are many used
feature learning methods include the convolutional neural
network [10], long short-term memory [11], and manifold
learning [12]. The extracted features from these methods are
a combination or transformation of the datasets, making the
results difficult to be interpreted. On the contrary, feature selec-
tion usually identifies features based on some cost functions,
which is usually application driven.

When the dataset is not able to be labeled, the unsuper-
vised learning algorithm is a suitable choice. The unsupervised
feature selection is widely encountered [13], as labeling the
data requires extra efforts, and it is even not feasible to label
the data in some cases, that is, exploratory data analysis for
initial investigations. Existing unsupervised feature selection
techniques usually evaluate features by defining some cost
functions, such as data similarity [8] and local discriminative
information [14]. Then, features are selected by measuring the
cost with their corresponding ranking. As unsupervised learn-
ing schemes are data driven, the quality of data will greatly
affect the model performance, and sometimes lead to unac-
cepted performance as indicated in [13]. In terms of selecting
representative features for prediction analysis, it is assumed
that adding trend information into the feature selection process
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will help to improve model performance on selecting key
features for the prediction.

This work proposes a novel concept of weak monotonicity
(WM) to add robust trends to unsupervised feature selection
techniques, which tries to keep the trend in the presence of
noises and uncertainties. With the concept of WM, it is possible
to characterize the trend using statistical properties derived from
a family of processes coming from the same population. Once
the trend of a process is captured by the WM, it can be served as
some inherent “model” information. Such model information
can be used to define a cost to evaluate the importance of dif-
ferent features, and unsupervised select representative features
that contribute to the trend. Because the WM uses statistics
calculated from a family of processes to define the cost, the
unsupervised feature selection model is expected to have a
better generalization ability in identifying key features, and
robust to measurement noises and disturbances.

The concept of monotonicity used for trend analysis is
usually mathematically modeled with strong assumptions as
shown in [15] and [16]. In engineering applications, these
analysis techniques are not directly applicable due to dif-
ficulty in checking assumptions. Some research utilizes the
concept of strict monotonicity (SM) to describe processes
with clear trends, and evaluates features for practical appli-
cations [4], [17]. When the trends are corrupted by noises
or variations among the family of processes, the SM cannot
always work well. There are initial attempts to employ the
concept of WM in biomedical engineering applications [18],
however, the method developed in [18] uses a conservative
fixed bound as a priori. Therefore, more robust measures with
respect to noises and variations need further investigations.

Similarity is known as an important index to characterize
the common behavior when a family of processes with sim-
ilar trends are considered [8], [18]. With leveraging the WM
and the similarity measures, similar to the standard unsuper-
vised feature selection technique, a new indicator in terms
of suitability is introduced to evaluate features. Such a robust
measure can be used to capture the common trend for a family
of processes with noises and variations among the population,
and with applications in unsupervised feature selection.

The contributions of this article are summarized as follows.
1) A new concept of WM is proposed to describe the trend

of a process with consideration of measurement noises
and variations.

2) Along with the WM, the similarity measure is used to
capture the common trend of a family of processes.

3) A new algorithm is developed to systematically estimate
the uncertainty or noise level in a family of processes.

4) A novel suitability indicator (cost) is developed to eval-
uate and identify representative features for common
trends existing in a family of processes.

5) Extensive comparative studies with nine state-of-the-art
unsupervised feature selection methods using the well-
known datasets are presented to show the effectiveness
of the proposed method.

The remainder of this article is organized as follows.
Section II presents the basic concepts of SM and WM.
Section III discusses unsupervised feature evaluation with a
new cost of suitability. The effectiveness of the proposed

method is illustrated by comparisons with the existing meth-
ods on well-known datasets in Section IV, and the discussion
is presented in Section V. Finally, conclusions are drawn in
Section VI.

II. MONOTONICITY AND WEAK MONOTONICITY

This section introduces the concept of a monotonicity signal
and its extension: a WM to capture the trend of a signal.

A. Notations

The set of real numbers is denoted as R, and the set of
natural numbers is denoted as N . Let {�j}j=1,2,...,M be a family
of M processes. The notation F ∈ R

Np×m×M denotes the matrix
coming from the feature set for the M processes with Np rows
and m columns. The vector xj

i denotes the ith feature vector
derived from the jth process. Each element of xj

i contains the
feature value at time step k of the jth process, which is denoted
as xj

k,i ∈ R, k = 1, 2, . . . ,Np, with Np denoting the duration
of the process. The set F ⊂ R

Np×m contains m features with
time duration Np.

B. Strict Monotonicity

First, we introduce the concept of the SM for a sequence
of measurements of a scalar-valued signal (it is seen from
the following text, but we may as well state it up front),
zk is a real scalar-valued variable, measured at time tk,
k is an integer counting the events. Without abuse of
notion, the pair {tk, zk}k∈N is sometimes used to present this
signal.

Definition 1: A signal {tk, zk}k∈N is called strictly mono-
tonically increasing if the following condition holds:

tk+1 > tk, tk
k→∞−−−→∞

zk+1 > zk, k = 1, 2, . . . (1)

where k is the index of sampling instant.
It is usually hard to find strictly monotonically increasing

or decreasing signals in engineering applications. Most signals
have a trend of monotonicity. In order to capture such a trend,
the following measure Mo is proposed for a finite duration
signals {tk, zk}k=1,2,...,Np [4]

Mo = n+

Np − 1
− n−

Np − 1
(2)

where, n+ is the number of points with larger values than the
previous instants along Np points of the signal zk, which can
be calculated as

n+ =
Np∑

k=1

Numk (3)

and Numk is the monotonically increasing point

Numk+1 =
{

1, if zk+1 > zk

0, else
k = 0, . . . ,Np − 1. (4)

Similar, we can obtain the number of monotonically
decreasing points n− as

n− =
Np∑

k=1

Numk. (5)
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and the monotonically increasing point Numk is defined as

Numk+1 =
{

1, if zk+1 < zk

0, else
k = 0, . . . ,Np − 1. (6)

Remark 1: It is worthwhile to highlight that we can use the
SM to describe a trend of a monotonically decreasing signal
as well. It is noted that if the signal {zk}k=1,2,...,Np is mono-
tonically increasing (decreasing), then Mo = 1 (Mo = −1). If
Mo > 0, the signal {tk, zk}k=1,2,...,Np has a trend of mono-
tonically increasing, while Mo < 0 indicates a trend of
monotonically decreasing in a signal.

Due to the existences of noises in sensor measurements,
sometimes, the SM trend is not clear from the measured signal.
In order to capture the existing trend with the consideration
of noises, the notion of WM is introduced next.

C. Weak Monotonicity

Definition 2: A signal {tk, zk}k∈N is called weakly mono-
tonically increasing if there exists a constant � > 0 such that
the following condition holds:

tk+1 > tk, tk
k→∞−−−→∞

zk+1 ≥ zk − δk, k = 1, 2, . . . (7)

where δk is a random zero mean variable with either a positive
or negative value bounded by maxk∈N |δk| ≤ �.

Remark 2: The sequence {δk}k=1,2,..., represents the noise
and uncertainty at each measurement, and it affects the cal-
culation of the monotonicity measure. There also may have
uncertainty in the measurement time instants. However, the
time uncertainties are typically small comparing to δk, and of
course do not affect the trend in the signal. Therefore, the
current study only models the value measurement uncertainty.

The following measure WMo is used to check the WM
(increasing) trend of a finite duration of this signal:

WMo = An+

Np − 1
− An−

Np − 1
(8)

where An+ is the number of increasing points in the sense
of WM

An+ =
Np∑

k=1

ANumk (9)

and the weak monotonically increasing point ANumk is
defined as

ANumk+1 =
{

1, if zk+1 ≥ zk − δk

0, else.
(10)

Then, the number of weak monotonically decreasing points
An− can be calculated in the similar way

An− =
Np∑

k=1

ANumk (11)

where the weak monotonically decreasing point ANumk is
defined as

ANumk+1 =
{

1, if zk+1 < zk − δk

0, else.
(12)

Fig. 1. Illustrations of signals with SM and WM characteristics.

Remark 3: Both Mo and WMo are in the range of [−1, 1].
When they are close to 1 or −1, they indicate strong mono-
tonically increasing or decreasing trend of a signal.

Remark 4: In general, it is very hard to find the bound of
noises for a single signal or process. Even if there exists such
a bound, it is usually conservative. In practice, it is possible to
estimate such variations or uncertainties using some statistic
properties of the measurements. When a group of signals or
processes are considered, Section III-B proposes a feasible
solution to estimate variations among a family of processes,
and effectiveness of this solution is validated by our testing
on benchmark datasets.

As an illustrative example of how to compute the Mo and
WMo of a signal, Fig. 1 demonstrates three signals J1, J2,
and J3 with underlying trends of monotonicity, but affected
by measurement noises. For simplicity, the variation of each
signal is set as 10% of the current value of each data point.

It is noted that both the SM and the WM can capture the
trend of a signal, while the SM is sensitive to measurement
uncertainty. The WM introduces a bound for the signal and
allows each data point to have a certain degree of variation.
The calculation of WM can robustly represent the relationship
between data points and capture the underlying trend of a
signal. Take points A and B in the J1 trajectory, for example,
the value of point A is smaller than its previous point, then
it is regarded as a negative point (−) when computing Mo.
On the other hand, if the value of point A is larger than the
lower bound of its previous point, then it can be regarded
as a positive point (+) in order to compute WMo. It can be
seen that the value at point B in the J1 signal is smaller than
the lower bound of its previous point, then it is treated as a
negative point (−) in computing both Mo and WMo.

The three signals in Fig. 1 have weak monotonically increas-
ing patterns. We first calculate the monotonicity measure for
each signal according to (2), and have MoJ1 = 0, MoJ2 =
−0.09, and MoJ3 = 0.5, it is clear that the MoJ1 = 0 does
not show the trend correctly. While by the concept of WM,
we have WMoJ1 = 0.6, WMoJ2 = 0.82, and WMoJ3 = 1.
Comparing with SM, the WM can better capture the trend of
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a process with variations. It is also robust to noises as shown
in the experimental study in Section IV.

The concepts of SM and WM can be used in various
applications to characterize the trend of a family of signals
(processes). For example, it can be used to detect implicit
degradation processes such as the early stage mechanical wear
in bearings. In order to demonstrate the effectiveness of these
concepts, they are used in the challenging problem of unsuper-
vised feature evaluation and selection for a family of similar
processes with some common trend. In other words, both SM
and WM can be used to select significant features, to which
contribute the trend or monotonicity for a family of processes.
It is worthwhile to highlight that due to variations among the
population (within the family of processes), the robust analysis
will be more complicated than a single process.

III. UNSUPERVISED FEATURE EVALUATION

Let us consider a family of processes that share the common
trend, such as the flank wear of a set of cutters in a milling
process, and the wear of bearings in machines. The focus of
this work is to identify features that can clearly represent the
trend of these processes using noisy measurements of sen-
sors. Such features may play important roles to monitor the
performance of the systems and detect faults of the processes
or failures of the sensors.

As it is not easy to label a large amount of data for industrial
processes, it is desirable to use unsupervised feature selection.
This section discusses how to use the concept of WM to assist
unsupervised feature selection and pick up the key features of
a family of processes with a common trend.

A. Problem Formulation

Given a family of processes {�j}j=1,2,...,M having some
common trends with a large set of signals �j : {tk, xj

k}k∈N
measured from these processes. Here, xj

k consists of elements
xj

k,i representing the ith feature of the sensor measurement for
the jth process at the kth sampling instant.

These signals have the following properties:

tk+1 > tk, tk
k→∞−−−→∞

xj
k+1,i ≤ ρj

i x
j
k,i + δj

k,i, k = 0, 1, . . . , i = 1, . . . ,m

j = 1, . . . ,M (13)

for some positive constants ρ
j
i ∈ (0, 1) with

maxk∈N ,i=1,...,m,j=1,...,M

∣∣∣δj
k,i

∣∣∣ ≤ �, where � is a positive
constant to bound the size of noises or uncertainties.

Remark 5: It is noted that the damping ratio ρ
j
i is intro-

duced in order to simplify the calculations when noises exist.
The inequality (13) is a special case of the inequality (7). In
our analysis, the information of ρj

i is not used.
It can be seen from the inequality (13) that there is a com-

mon trend (SM) in each feature when the uncertainty δj
k,i = 0,

and the speed of convergence ρj
i depends on the feature and

the process. More precisely, each feature demonstrates strictly
decreasing (see Definition 1) when there are no measurement
noises, variations, and other unmeasured uncertainties. With

the consideration of disturbances, the processes are weakly
monotonic (see Definition 2).

If such disturbances δj
k,i are too large, the trend of the jth

process or the family of the processes will disappear. In gen-
eral, there are many features obtained from sensors, that is,
m >> 1. The challenge is to pick up significant features from
a large set of features that are less sensitive to noises, distur-
bances, and variations so that the common trend of a family
processes {�j}j=1,...,M can still be captured.

Hence, the objective of this article is to identify key
features that can capture a common trend of a family of
processes {�j}j=1,...,M in the presence of noises, disturbances,
and variations.

B. Estimation of Subject Variation

As discussed in Section II-C, it is difficult to accurately
describe noises and uncertainties for each process due to com-
plicated industry applications. Different methods can be used
to quantify noise levels, for example, the sample entropy [19].
The current study focuses on estimating uncertainty from a
family of processes, and uses statistical indices to describe
variations or uncertainties for each feature in the process.

Keeping in mind, the goal of the feature evaluation and
selection is to pick up the features that are less sensitive to
noises or variations. Therefore, the variation of the feature
among the population (the family of processes) will be used to
approximate the bound of noises, uncertainties, and variations.

Given a family of processes with finite duration, {�j},
j = 1, 2, . . . ,M, the processes can be represented by features
derived from sensor measurements, {t j

k,i, x j
k,i}k=1,2,...,Np , where

Np ∈ N is the length of each process, i = 1, 2, . . . ,m is the
feature index. It is noted that in the problem formulation of
Section III-A, the upper bound � is defined for the largest
bound over all features, however, such a bound is always
conservative. In order to be less conservative, it is assumed
that

max
k∈N ,j=1,...,M

∣∣∣δj
k,i

∣∣∣ ≤ �i ·
∣∣∣xj

k,i

∣∣∣ (14)

for some positive �i. Next, we estimate the �i for the ith
feature.

First, the standard deviation of the ith feature across popu-
lation can be calculated as

σk,i =

√√√√√ 1

M − 1

M∑

j=1

∣∣∣∣∣∣
xj

k,i −
1

M

M∑

j=1

xj
k,i

∣∣∣∣∣∣

2

. (15)

Then, one estimation of variation �̃i for the ith feature can
be calculated as the mean value of standard deviation of the
sequence as following:

�̃i = 1

Np

Np∑

k=1

σk,i. (16)

It should be noted that the estimation assumes the data size
of processes are equal, or they have been truncated with the
minimal length across the population, that is, Np = Nmin

p =
min{NJsi

p }, Jsi = 1, 2, . . . ,M. However, as demonstrated in
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Fig. 1, the processes have different data lengths. With the
minimal length truncation Nmin

p = N2 for J1, J2, and J3, the
information beyond the Nmin

p point in the J1 and J3 signals
will be lost.

In order to better utilize the data from sensors, an one-leave
strategy is developed to reduce the waste of data due to trun-
cation. The strategy kicks off one process from the family
each time, and calculate the approximate variation �̃i with
the standard truncated processes. As illustrated in Fig. 1,
three approximate variations can be calculated from G1 =
{J2, J3},G2 = {J1, J3}, and G3 = {J1, J2}, then the variation
can be updated as the mean value of the three approximate
variations. With this strategy, an updated bound estimation of
noises, uncertainties, and variations becomes

{
�̃

j
i = 1

M−1

∑M−1
s=1,s	=j �̃

j,s
i

�i = 1
M

∑M
j=1 �̃

j
i

(17)

where, �i is the updated approximate variation, and �̃j,s
i is

calculated by (16) when the jthestimated uncertainty process is
deleted from the family. This leads to the following estimation:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�̂i = β1, α1 + ηi

(
�i − α1

(
�̃i

))

α1

(
�̃i

)
= minj=1,...,M �̃

j
i, α2

(
�̃i

)
= maxj=1,...,M �̃

j
i

β1, α1 = min
{
λlow, α1

(
�̃i

)}

β2, α2 = min
{
λup, α2

(
�̃i

)
/3

}

ηi = β2, α2−β1, α1

α2

(
�̃i

)
−α1

(
�̃i

)

(18)

where �̂i is the estimated uncertainty bound for the ith feature,
α1(�̃i) and α2(�̃i) are the calculated statistical indices, β1, α1

and β2, α2 are two bounds constrained by α and the regulariza-
tion parameter λ. The lower bound of the feature is regularized
by λlow, and it can be set as a small positive constant. While
λup is used to regularize the upper bound, and can be tuned by
trials-and-errors, our simulation results suggest that usually it
can be set as 0.1 for signals with low noise level, and 0.15 for
signals with high background noise. A detailed investigation
of selection the two regularization parameters are discussed in
Section IV-C.

The pseudo code of the proposed estimation algorithm is
presented in Algorithm 1. It is noted that when each process
has the same length of measurements, such an algorithm can
be simplified.

C. Similarity Between Processes

As it is assumed that a family of processes sharing a sim-
ilar trend, we use the similarity to characterize the common
trend between processes. That is, for a family of processes
�j:{tk, xj

k} represented by a set of features or signals xj
k,i,

k = 1, . . . ,N
Jsi
p and N

Jsi
p ∈ N , the similarity between two

processes is defined as following:

Tr
Js1 ,Js2
i = Corr

(
x

Js1
k,i , x

Js2
k,i

)

k = 1, 2, . . . ,min
{

N
Js1
p ,N

Js2
p

}
(19)

Algorithm 1: Estimation of the Bound of Noises,
Uncertainties, and Variations for a Feature

Input : Feature matrix F ∈ R
Np×m×M , λlow, λup;

Output: Variation bound estimation �i, i = 1, · · · ,m.
1 for i← 1 to m do
2 for j← 1 to M do

3 Let F̃ = F, delete the jth process F̃← F̃
j = ∅;

4 for j′ ← 1 to M − 1 do
5 Truncate F̃ with the minimal length Nmin

p ;

6 Update matrix F′ = {xj′
k,i}, k = 1, 2, · · · ,Nmin

p ;
7 Standard deviation

8 σk,i = std(F′); �̃j,j′
i = mean(σk,i);

9 end

10 Calculate variation �̃j
i = mean(�̃j,j′

i );
11 end
12 Update variation �i = mean(�̃j

i);
13 Compute α1(�̃i) = min(�̃j

i), α2(�̃i) = max(�̃j
i);

14 end
15 for i← 1 to m do
16 Regularize β1, α1 with λlow; and β2, α2 with λup;
17 Compute the parameter ηi;
18 Update variation �̂i = β1, α1 + ηi(�i − α1(�̃i)).
19 end

where Tr
Js1 ,Js2
i represents the similarity between processes j =

Js1 and j = Js2 , s1, s2 = 1, 2, . . . ,N, s1 	= s2. Corr(φk, ψk)

computes the correlation between sequences {φk}k=1,...,N1 and
{ψk}k=1,...,N1 for some N1 ∈ N .

The correlation Corr(φk, ψk) can be calculated with differ-
ent methods. In the current study, we use Pearson’s correlation
(PC) for the computation

Corr(φk, ψk) =
∑N1

k=1

(
φk − φ̄

)(
ψk − ψ̄

)
(∑N1

k=1

(
φk − φ̄

)2
)1/2(∑N1

k=1

(
ψk − ψ̄

)2
)1/2

(20)

where φ̄ = (1/N1)
∑N1

k=1 φk and ψ̄ = (1/N1)
∑N1

k=1 ψk are
means of two truncated sequences, respectively.

D. Suitability Evaluation

After calculating the WM and the similarity between
processes represented by each feature, a new cost is proposed
to evaluate the suitability of each feature in terms of char-
acterizing the common trend of the family of processes. The
suitability of the ith feature is defined as

SWMoi =
2

M(M − 1)

M−1∑

si=1

M∑

sj=si

Am
Jsi ,Jsj
i

Am
Jsi ,Jsj
i =

(
ω

Jsi
i WMo

Jsi
i + ω

Jsj
i WMo

Jsj
i

)
Tr

Jsi ,Jsj
i (21)

where WMo
Jsj
i is the calculated WM of the ith feature for the

Jsj process. Here, ωi ∈ {−1, 0, 1} is the trend indicator, it
takes 1 for an increasing trend, −1 for a decreasing trend, and
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0 indicates constant. Tr
Jsi ,Jsj
i is the similarity between the Jsi

and Jsj processes.
With calculating the suitability for each feature, the rep-

resentative feature subset I ⊂ R
Np×l, 1 ≤ l ≤ m, can be

identified with the following optimization problem:

min
I⊂RNp×l

−
∑

i∈I
SWMoi

= − 2

M(M − 1)

∑

i∈I

M−1∑

si=1

M∑

sj=si

Am
Jsi ,Jsj
i

s.t. I ⊂ F ⊂ R
Np×m, 1 ≤ l ≤ m. (22)

It is worth noting that the proposed feature evaluation
method is unsupervised, as there is no label information
involved in the computing procedure. It only uses properties
of the feature to define the evaluation criterion. The pseudo
code of the proposed unsupervised feature evaluation method
is detailed in Algorithm 2.

Remark 6: The suitability in (21) is defined with the WM.
It also can be defined with the SM. That is, for the ith feature,
it can be calculated as

SMoi =
2

M(M − 1)

M−1∑

si=1

M∑

sj=si

m
Jsi ,Jsj
i

m
Jsi ,Jsj
i =

(
ω

Jsi
i Mo

Jsi
i + ω

Jsj
i Mo

Jsj
i

)
Tr

Jsi ,Jsj
i (23)

where Moj
i is the monotonicity for the ith feature of the jth

process (see Definition 1). And, ωi ∈ {−1, 0, 1} is the trend
indicator. This leads to the similar optimization problem

min
I⊂RNp×l

−
∑

i∈I
SMoi

= − 2

M(M − 1)

∑

i∈I

M−1∑

si=1

M∑

sj=si

m
Jsi ,Jsj
i

s.t. I ⊂ F ⊂ R
Np×m, 1 ≤ l ≤ m. (24)

for the SM-based feature evaluation and selection. This
method is used in later performance comparison as well.

IV. EXPERIMENTS AND RESULTS

The proposed unsupervised feature evaluation method aims
to identify representative features from a large datasets with
evaluating their suitability for a family of processes with
a common trend. In this section, appropriate datasets that
have common trends are used. In particular, the NASA Ames
Prognostics Data Repository is a collection of datasets that
were extensively used for regression tasks [20], [21]. Most of
these datasets contain time sequences from a nominal state to a
failed state, and utilize several sensors, for example, vibration
and temperature, to measure the process with discrete-time
steps.

A. Datasets and Signal Processing

The current study employs the widely used Milling Datasets
(MDSCI) [20] and IMS Bearing Datasets (IMS) [21] to verify

Algorithm 2: Unsupervised Feature Evaluation Based on
the WM

Input : Feature matrix F ∈ R
Np×m×M, ωi,�i;

Output: Representative subset I ⊂ R
Np×l, 1 ≤ l ≤ m.

1 Calculate Weak monotonicity WMoi

2 for j← 1 to M do
3 Let Xj denotes the jth matrix from F;
4 for i← 1 to m do
5 Estimate ωj

i with linear fitting method;
6 for k← 2 to Np do
7 Calculate the estimation δj

k,i = �i · |xj
k,i|;

8 Compute An+ and An− with Eqs. (9) and
(11);

9 end
10 Calculate WMoj

i with An+ and An−;
11 end
12 end
13 Compute Similarity TrJs1,Js2

i
14 for i← 1 to m do
15 Truncate xJs1

i and xJs2
i ;

16 Calculate the correlation TrJs1,Js2
i ;

17 end
18 Evaluate features with suitability SWMoi :
19 for i← 1 to m do
20 for Js1 ← 1 to M − 1 do
21 for Js2 ← Js1 + 1 to M do
22 Calculate AmJs1,Js2

i according to Eq. (21)
23 end
24 end
25 Obtain SWMoi with the mean value of AmJs1,Js2

i ;
26 end
27 Select features with top l suitability values for set I.

effectiveness of the proposed method. A detailed description
of the two datasets can be found in the supplementary docu-
ment. Fig. 2 presents signals of the run-to-failure experiments
in the two datasets. As shown in Fig. 2, each experiment has
some clear trend of monotonicity, corrupted by noises. The
first experiment has fast performance degradation processes.
The second experiment has slow degradation processes, in
which the SM only appears clearly at the end of each process.
Statistical features extracted from the sensor measurements
are used as signals or processes for unsupervised feature eval-
uation and selection. In order to evaluate the performance
of unsupervised feature evaluation and selection, the selected
features are used to predict the trend of these processes.

Generally, various features can be extracted from the
time domain, frequency domain, and time-frequency domain
[9], [22]. Among them, time-frequency techniques have high
resolutions and have been widely used for signal analysis [9].
The study uses the wavelet packet transform to decompose
the signal with the eighth Daubechies wavelet function into
four levels, thus total 16 components can be obtained from
each sample [22]. Then, ten widely used statistical features
are extracted from each decomposed component, including
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Fig. 2. Experiment information. (a) Flank wear values of cutting tools,
(b) one data recording of vibration signal for a cutting tool, (c) bearing test,
and (d) kurtosis feature for four bearings.

the root mean square, standard deviation, kurtosis, peak-
peak value, crest factor, clearance, impulse factor, shape
factor, average energy, and the fifth central moment. More
detailed descriptions of these features (processes) can be found
in [23] and references therein. Therefore, total 160 features are
extracted from each data recording for both datasets.

It is noted that both two datasets have some trends, when
statistic features are used, these features may be not able to
reflect the trend efficiently, as an illustration of the kurtosis
feature as shown in Fig. 2(d). Although the kurtosis feature
has been widely used to present many industrial processes,
Fig. 2(d) shows that the kurtosis feature of the second datasets
is not able to capture the trend of the processes due to existence
of large variations. Therefore, this feature cannot be selected
to represent the common trend.

After the signal processing, the proposed unsupervised
feature evaluation and selection can be applied.

B. Performance Evaluation Method

To verify the effectiveness of the selected representative fea-
tures, support vector regression (SVR) from LibSVM is used
for prediction analysis with the identified features [24]. The
first 70% of the data is used for model training, and the rest
30% is used for model validation.

For the prediction analysis, it is assumed that the current
health state of the system is a function of features at the cur-
rent step, features of the previous step, and the output at the
previous step [25]. The mapping between the model input and
output can be described as

HIk = f (Xk,Xk−1, yk−1), k = 2, 3, . . . ,Np (25)

where Xk and Xk−1 are matrices of identified key features at
the kth step and the (k − 1)th step. The notion of HIk is the
current health state, yk−1 is the performance degradation value
at the (k − 1)th step, and they are detailed as follows.

For the MDSCI datasets, the flank wear value (VB) is mea-
sured to indicate the health condition of cutting tools [20],
then the performance degradation value yk−1 is the flank wear
value, and HIk is the predicted flank wear at the kth step.

For the IMS datasets, the ground truth wearing value can
not be measured for bearings with continues running, while as
indicated in [26], the exponential fitting with the form of a+
beck is demonstrated to be suitable to describe the performance
degradation process. Then, the performance degradation value
yk−1 in (25) for the IMS datasets is coming from the fitted
curve, and the HIk is the remaining useful life (RUL) ranging
from 0 to 1, with 1 indicating the beginning health condition
and 0 indicating the wear out condition.

For the training of the standard SVR model, the radial basis
function (RBF) is used as the kernel. To make the prediction
fair, parameters of the SVR model are optimized in a large
range 2K,K = {−8 : 8} with greedy searching strategy [27].
Three widely used evaluation criteria are used to measure
the prediction performance, including the mean absolute error
(MAE), the mean absolute percentage error (MAPE), and the
root mean square error (RMSE).

C. Tuning Parameters

As discussed in Section III-B, the estimation of uncer-
tainty bound for each feature is depended on two parts: 1) the
variation calculated from a family of processes and 2) two
parameters λlow and λup to regularize the estimations. The
role of λlow is used to define a lower bound of the estimation,
while λup is an estimation of the upper bound. These two
bounds usually come from the knowledge of the processes
(case dependent). This work discusses how the performance
of prediction errors in terms of MAE would be affected by
the two tuning parameters.

Fig. 3(a) shows the prediction performance on the MDSCI
datasets as λlow increases from 10-6 to 0.05 with different
numbers of features selected, when λup is fixed at 0.1. Similar
performances for the IMS datasets can be found in Fig. 3(d).
It can be seen from Fig. 3(a) that the curves of prediction
errors have very similar trends with increasing λlow from 10-6

to 0.05 for the MDSCI datasets, except the prediction error
has slightly large value with ten features when the value of
λlow is 0.05. While it can be clearly seen from Fig. 3(d) that
the model has large prediction errors of 1.952 for the λlow
with 0.01 and 0.05.

The impact of the parameter λup on the feature selection
performance is shown as Fig. 3(b) and (e), respectively. The
value of λup gradually changes from 0.01 to 0.2, when the λlow

is fixed as 10-4. Fig. 3(b) shows the prediction errors on the
MDSCI datasets when changing the λup, and it indicates that
the model has smaller prediction errors when λup is larger
than 0.1. Fig. 3(e) demonstrates the prediction performance
on the IMS datasets, which shows that the model has worse
prediction performance for λup taking values of 0.01 and 0.05.
These simulations suggest that a larger λup is preferred to be
larger than 0.1.

To have a better understanding of the impact of the param-
eters, Fig. 3(c) and (f) provide the three dimension mapping
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Fig. 3. Impact of regularization parameters with respect to the MAE error. (a)–(c) Impact of λlow and λup parameters, and the mapping of λlow-λup on the
MDSCI datasets, (d)–(f) Impact of λlow and λup parameters, and the mapping of λlow-λup on the IMS datasets.

of λlow and λup when the feature number equals to 10. It can
be seen from the figures that the model has high prediction
errors with a large λlow value. Therefore, the λlow should take
a low value to calculate the variations. It is similar for the
parameter of λup, the model has large prediction errors with a
small value of λup parameter.

D. Comparison Methods

Without extra-label information, many unsupervised fea-
ture selection methods have been developed to select features
by calculating similarities between features and select repre-
sentative ones with larger similarity values [28]. In order to
demonstrate the effectiveness of the proposed WM method on
unsupervised feature selection, the WM method is compared
with nine unsupervised feature selection techniques.

Next, a brief introduction is provided to describe the meth-
ods used for the comparison study, and we also list the
mentioned SM-based feature selection method.

1) Pearson’s Correlation [29]: The PC is one of the most
popular techniques to measure the correlations. A larger cor-
relation value indicates more suitability of the feature to
represent different processes.

2) Kendall’s Tau Coefficient [30]: Kendall’s Tau coef-
ficient (KTC) is used to measure relationships hidden in
datasets. It is designed to capture the mapping between
different processes represented by features.

3) Spearman’s Rho Correlation [31]: Spearman’s Rho cor-
relation (SRC) is a nonparametric measurement, and it is used
to rank features of the correlation by assessing the potential
monotonic relationship between processes.

4) Distance Correlation [32]: The distance correlation
(DC) measures the joint independence of random processes
represented by features.

5) Mutual Information [33]: The mutual information (MI)
calculates the mutual dependence between two variables, and
it can be used to measure the nonlinear dependency between
the same type of feature derived from different processes.

6) Maximal Information Correlation (MIC) [34]: The
maximal information coefficient measures the linear or non-
linear relationship between two processes represented by fea-
tures. It is capable to characterize them according to properties
such as monotonicity.

7) Laplacian Score [35]: The Laplacian score (LS) eval-
uates the importance of a feature by its locality preserving
power, and selects features that respect a local graph structure.

8) Spectrum Graph [36]: The spectrum graph (SG) feature
selection method constructs a Laplacian matrix for spectral
decomposition, and uses spectral graph theory to measure
feature relevance and importance.

9) Strict Monotonicity [4]: The SM characterizes the
underlying trend of a signal, and evaluates features according
to the ability of describing the trend of different processes.

E. Performance Results and Comparison

For the prediction analysis and comparison with key fea-
tures identified by the feature selection methods, the MDSCI
datasets and IMS datasets are used. In the analysis of the
proposed WM-based feature evaluation and selection method,
as indicated in Section IV-C, the regularisation parameters for
variation estimation are selected as λup with 0.1 and λlow with
10−4 for both datasets.

For the MDSCI datasets, the comparisons among different
methods are presented in Fig. 4 with the number of features
increasing from 5 to 40. From Fig. 4, it can be seen that
the WM method has prediction errors decreasing from 0.069
(ten features) to 0.045 (ten features) for the MAE error. When
five key features are selected, the proposed WM-based feature
selection method has the smallest prediction error among all
the different methods. As the number of key features selected
increases, the proposed WM-based feature selection method
still has almost the best performance among all different meth-
ods. When the number of the key features increases over 35,
other methods, such as PC and MI have the similar prediction
performance with the WM method. Fig. 4 also shows that the
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Fig. 4. Prediction error for the datasets. (a) MAE error for the MDSCI datasets. (b) MAPE error for the MDSCI datasets. (c) RMSE error for the MDSCI
datasets. (d) MAE error for the IMS datasets. (e) MAPE error for the IMS datasets. (f) RMSE error for the IMS datasets.

SM-based feature selection methods has the highest prediction
error 0.158 with five features, then decreases quickly to 0.08
with 15 features. When the number of features goes to 40, the
SM-based method has the similar performance as the proposed
method.

For the IMS datasets, it can be seen from Fig. 4(d)–(f)
that the proposed WM method is outperformed compared
with other methods with exceptions of 10 and 35 fea-
tures. The WM method is also less sensitive as the num-
ber of features increases. It can been from these sub-
figures that the proposed WM method can identify the
most significant features among 160 features with the best
performance among all the unsupervised feature selection
methods.

It notes that three performance evaluation indices demon-
strate some overlap of prediction performance in Fig. 4. While
the difference between the three indices on the prediction anal-
ysis can be seen in Fig. 4(d)–(f), and the differences can also
be found in the results of robustness analysis of the methods
in the following section.

We compared the computation cost for all the unsuper-
vised feature selection methods. The computation procedures
of the developed WM method can be found in Algorithm 1
(Alg. #1) and Algorithm 2 (Alg. #2). The results of computa-
tion costs for the two algorithms and other nine methods are
presented in Table I. All the methods were randomly ran on
the two datasets for 50 times, with MATLAB R2020a, Intel
Core) i7-4750HQ, 8-GB RAM. We calculated the mean value
and standard deviation of computation time for each method.
The results show that Algorithm 1 is efficient in estimating
the variations and Algorithm 2 has a low computation cost
for the feature evaluation.

TABLE I
COMPARISON OF COMPUTATION COST FOR ALL THE METHODS

F. Dynamic Bound Versus Fixed Bound

When dealing with subject variations and uncertainties, it
is common to place a fixed bound for the process, usually
the bound value is selected according to experience. Our
proposed WM-based method estimates the bound for each fea-
ture according to the variations among a family of processes,
and the bound value varies in the range (0, λup], it is a
dynamical process to estimate the bound for each feature.

In this section, we present the results of comparison study
with both the fixed bound (denotes as WMFix) and the dynamic
bound by our proposed WM method (denotes as WMDy). It
should be noted that all the computing processes of the two
methods are the same. The bound value is set as 0.1 for the
WMFix method, that is, the feature is allowed 10% variation
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Fig. 5. Comparison study between the fixed bound and dynamic bound. (a) MAE error for the MDSCI datasets. (b) MAE error for the IMS datasets.

TABLE II
PREDICTION ERRORS FOR THE MDSCI DATASETS (3 DB)

TABLE III
PREDICTION ERRORS FOR THE IMS DATASETS (3 DB)

of its value when calculating the monotonicity increasing and
decreasing points. We also set the same value of λup as 0.1 in
the proposed WMDy bound estimation method for comparison.

The prediction errors for the WMFix and WMDy methods
are shown in Fig. 5. Fig. 5(a) demonstrates the compari-
son results with the two feature selection methods on the
MDSCI datasets, it can be seen that the WMDy based method
has better prediction performance for all feature dimensions
when comparing with the WMFix method. The similar com-
parison results can also be seen from the analysis of the IMS
datasets in Fig. 5(b). Prediction errors obtained from other nine
feature selection methods are also kept to make intuitive com-
parisons. The comparison results demonstrate our proposed

WMDy feature selection method has overall better performance
than the WMFix feature selection method.

G. Robustness Analysis

To test the robustness of the proposed WM method, random
noises are added into the original datasets to generate noisy
signals. We measure the signal-to-noise ratios (SNR) of the
noisy signals, then, the proposed feature evaluation method is
used to identify key features from the noisy datasets. Table II
presents prediction errors with the identified key features on
the MDSCI datasets, and Table III presents prediction errors
with identified key features on the IMS datasets. The noisy
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signals are randomly generated 50 times, then, 160 statisti-
cal features are extracted from each of the noisy datasets.
The standard SVR model is used for prediction analysis (see
Section IV-A for more details).

In the two tables, Set #1 indicates that the number of
features is 10. Set #2 and Set #3 indicate the numbers of
features are 20 and 30, respectively. Statistical results are
presented with calculating the prediction errors by the MAE,
MAPE, and RMSE measurements of the noisy datasets. As
shown in the two tables, the mean value and standard devi-
ation of the prediction errors are calculated from running
on the 50 noisy signals of the two datasets. The lowest
prediction error for each feature set is highlighted in bold.
The two tables show that the proposed WM method outper-
forms other nine feature selection methods in terms of the
MAE, MAPE, and RMSE performance indices with only a few
exceptions.

To verify the robustness of the proposed WM method,
standard statistical tests were used to compare the prediction
errors. Prior to the statistical analysis, the Shapiro–Wilk test
was applied to check the data normality [37]. The signifi-
cant value was set as 0.05. It was found that the majority
of the normality testing results have p-values larger than
0.05, which indicates normal distribution of most of the
prediction errors. Then, depending on whether the data was
normally distributed, the paired t-test or Mann–Whitney test
was performed to compare the prediction errors between the
WM method and each of the other nine methods, and the
p-values were smaller than 0.05 with only a few excep-
tions, which indicated the differences between the developed
WM method and other unsupervised feature selection
methods.

V. DISCUSSION

The monotonicity has been observed in many real-world
applications, such as, mechanical engineering, electrical engi-
neering, and medical science. For example, many engineering
systems would show performance deterioration over time, indi-
cating a trend in the data measurements. This article utilizes
this trend in a population to select the features that contribute
to this trend, and the results demonstrated the robustness of
the proposed method when the weak population trends exist.

Tremendous efforts have been made to tackle the chal-
lenging task of unsupervised feature selection [13], [38]–[43].
Generally, these methods use projection [13] or representa-
tion [41] techniques to learn geometrical structures of datasets
for unsupervised feature selection. With imposing some regu-
larization terms, that is, �2,1-norm [13], [38], [40], Laplacian
regularization [40], [42], these methods have shown excel-
lent performance on minimizing data redundancy and select-
ing discriminative features for clustering and classification
tasks.

The developed WM method defines a new cost, which is
different from the costs that were used in these research [13],
[38]–[43]. The WM method aims to identify representa-
tive features that can capture underlying trend for regression

analysis, rather than select discriminative features for classi-
fication or clustering as seen in these research. The method
developed in this article uses the concept of WM to learn
local property between adjacent points in a data sequence,
which is used as prior knowledge for the modeling. Then,
the method uses similarity between different processes to
represent the trendability of a population. With integrat-
ing the two properties, the developed method was shown
superiority in identifying important features for regression
analysis of sequential data when noises and uncertainties
exist.

It is noted that deep learning methods have also been used
for trend analysis with excellent performance [10], [11], while
deep learning methods generally require a large number of data
samples to train the model and guarantee the performance. The
training process thus requires high computation cost and needs
knowledge for hyperparameters tuning. On the contrary, the
developed WM method in this article is demonstrated with an
efficient and transparent computation procedure.

The developed WM method has limitations. The method
assumes the existence of a common trend in a family of
processes. Therefore, the method is suitable to investigate
processes with underlying trends, and may be not general-
ized to other applications when such trends do not exist. Our
future work will generalize this concept to cases when trends
exist in subgroups of the population.

VI. CONCLUSION

This article introduced the concept of WM and developed
a new index to characterize a large family of processes shared
with common trends in the presence of measurement noises
and population variations. Such a concept can be used to
identify key features that contribute to the common trend of
a family of processes. With the help of similarity measure
among populations, a novel suitability indicator was proposed
as a cost function for unsupervised feature evaluation and
selection. The proposed method was compared with other
nine widely used unsupervised feature selection methods on
well-known datasets. The statistical results verified the effec-
tiveness and robustness of the proposed method. Future work
will focus on theoretical analysis of the proposed method with
a more rigorous estimation of the upper bound of noises and
uncertainties, and applications in more general conditions.
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